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CONVERSION TABLE

Conversion factors for U.S. Customary to metric (SI) units of measurement

**The Gray (Gy) is the SI unit of absorbed radiation.

MULTIPLY BY TO GET
TO GET BY DIVIDE
angstrom 1.000 000 X E -10 meters (m)
atmosphere (normal) 1.013 25 X E +2 kilo pascal (kPa)
bar 1.000 000 X E + 2 kilo gascal (kPa)
barn 1.000 000 X E -28 meter® (m*)
British thermal unit (thermochemical) 1.054 350 X E + 3 joule (J)
calorie (thermochemical 4,184 000 joule (J)
cal (thermochemical)/cm 4.184 000 X E -2 mega joule/m” (MJ/m®)
curie 3.700 000 X E +1 *giga becquerel (GBq)
degree (angle) 1.745 329 X E -2 radian (rad)
degree Fahrenheit tk = (t°F + 459.67)/1.8 | degree kelvin (K)
electron volt 1,602 19 X £ -19 joule (J)
erg 1,000 000 X E -7 joule (J)
erg/second 1.000 000 X E -7 watt (W)
foot 3.048 000 X E -1 meter (m)
foot-pound-force 1.355 818 Joule, (J)
gallon (U.S. liquid) 3.785 412 X E -3 meter® (m®)
inch 2.540 000 X E -2 meter (m)
jerk 1.000 00C X E +9 joule (J)
joule/kilogram (J/kg)(radiation
dose absorbed) 1.000 000 Gray (Gy)
kilotons 4,183 terajoules
kip (1000 1bf) 4,448 222 X E +3 newton (N)
kip/inch® (ksi) 6.894 757 X E +3 kilo pascal (kPa)
ktap newton- second/m
1.000 000 X E +2 (N-s/m*)
micron 1.000 000 X E -6 meter (m)
mil 2.540 000 X E -5 meter (m)
mile (international) 1.609 344 X E +3 meter (m)
ounce 2.834 952 X E -2 kilogram (kg)
pound-force (1bs avoirdupois) 4.448 222 newton (N)
pound-force inch 1.129 848 X £ -1 newton-meter (Nem)
pound-force/inch, 1.751 268 X E +2 newton/meter (N/m)
pound-farce/foot® 4.788 026 X E -2 kilo pascal (kPa)
pound-force/inch® (psi) 6.894 757 kilo pascal (kPa)
pound-mass (lbm avoirdupois) 4,535 G824 X E -1 kilogram (kg)
pound-mass-foot’ (moment of inertia) k1logram meter’
4.214 011 X E -2 (kg em?)
pound-mass/foot’ k110gram/meter
1.601 846 X E +1 (kg/m’)
rad (radiation dose absorbed) 1.000 000 X E -2 **Gray (Gy)
roentgen coulomb/kilogram
2.579 760 X £ -4 (C/kg)
shake 1.000 000 X E -8 second (s)
s1ug 1.459 390 X E +1 kilogram (kg)
torr (mm Hg, 0° C) 1.333 220 X E -1 kilo pascal (kPa)
*The becquerel (Bg) is the SI unit of radiocactivity; 1 Bq =1 event/s.
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SECTION 1
INTRODUCTION

Transionospheric communications systems which rely on the propa-
gation of radio frequency (RF) signals may suffer severe performance
degradation when the ionosphere 1is disturbed by high altitude nuclear
explosions. PRPSIM (Properties of Radio Wave Propagation in a Structured
lonized Medium) is a FORTRAN 77 computer program which has been designed
to compute a set of parameters to enable the user to assess the severity
of propagation effects for arbitrary link configurations in simulated
nuclear environments. PRPSIM has been developed under the sponsorship of
the Defense Nuclear Agency (DNA), and it uses the official DNA propagation
algorithms to compute the signal parameters. These algorithms have been
derived in a number of references. The purpose of this volume (Volume II)
is to describe in detail, and in one source, all the computations per-
formed by PRPSIM. For instruction in running the PRPSIM code, the reader
should refer to the user's manual (Volume I).

The severity of the disruption of communications systems in
nuclear environments depends on many factors, but these factors may be
grouped into two general categories: (1) phenomenology parameters such as
the number of bursts, weapon yields, altitudes, and magnetic locations of
the bursts, and (2) 1ink parameters such as signal carrier frequency,
antenna characteristics, and link geometry and velocity relative to the
nuclear environment. PRPSIM is a system propagation effects code which
has been designed to provide the user with maximum flexibility in the
specification of 1link parameters, It has no capability for providing
phenomenoloay parameters, however. Instead, PRPSIM has been designed to

operate in simulated nuclear environments generated by the MRC




phenomenology code SCENARIO. SCENARIO is a physics based code whose simu-
lations of disturbed environments are obtained as the solutions of
coupled, time-dependent equations which represent the dominant physical
and chemical processes operating in the disturbed ionosphere.  SCENARIO
was developed under DNA sponsorship and was designed specifically to model
nuclear environments generated by multiple, hiagh altitude explosions above
100 km. The operation of the SCENARIO code is beyond the scope of this
documentation, but detailed descriptions are available 1n several of the
references listed at the end of this volume. Phenomenology data files are
written by SCENARIO at discrete times after the initial explosion. PRPSIM
may then interface with the SCENARIO environment at these specific times,
or at any intermediate time by interpolating the phenomenology data

between bracketing times.

The radiant energy generated by nuclear explosions produces very
highly ionized regions 1in the atmosphere. The magnitude, location,
spatial extent, and duration of the ionization are all sensitive functions
of the weapon yield, altitude, and other phenomenology parameters. At
relatively low altitudes (below about 50 km), most of the weapon energy is
initially deposited in a relatively small region around the explosion,
producing a compact but intensely ionized "fireball". At higher altitudes
(above 100 km), the weapon energy is dispersed over a larger volume, pro-
ducing a less intense but much larger and longer-lasting region of ioniza-
tion. Another phenomenon which occurs for high altitude explosions and
which has an adverse effect on RF signal propagation is the formation of
structured donization in the plasma. Typically, the plasma structure
consists of long filaments of high electron density aligned along the
geomagnetic field lines. These filaments (or "striations") may extend to
very hianh altitudes and produce a scintillation of RF signals analogous to
the scintillation of light waves propagating through a thermally turbulent
atmosphere, Atmospheric disturbances typical of both low-altitude and

high-altitude explosions are illustrated in Figure 1. The user should be
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Figure 1. Propagation through a striated region.




aware that PRPSIM does not account for many of the effects typical of
low-altitude and surface explosions.

The resulting signal degradation may be grouped into two classes
of effects: (1) mean effects such as absorption, phase shift, time delay,
etc. that are caused by the enhanced mean jonization, and (2) stochastic
effects such as amplitude and phase scintillation, arrival angle scatter,
and time delay jitter which are caused by the plasma structure and its
motion relative to the propagation path. The varijous types of propagation
disturbances and their overall effects are summarized in Table 1. The
significance of each of these propagation effects on the performance of a
particular system depends strongly on the link design (carrier frequency,
data rate, type of modulation and coding, tracking loop configuration,
etc.) and on the power margin and system requirements. Some degradation
of the system performance, relative to that in an undisturbed environment,
is inevitable 1in a nuclear disturbed environment. Careful attention to
the nuclear propagation threat and application of practical engineering
techniques can provide hardened link designs with acceptable levels of
survivability in most nuclear environments. The purpose of PRPSIM is to
provide the system engineer reliable data with which to assess system

survivability in specific nuclear environments.




TABLE 1.

Summary of various types of propagation disturbances and

their overall effects.

PROPAGATION
DISTURBANTE

EFFECTS 0% PROPAGATED SIGNAL

EFFECTS ON SYSTEM OPERATION

Mean

Ionization Propagation Disturbances

calculated by PRPSIM,

Abscrption

Noise

Phase and
Dopoler
Shift

Tire Nelay

Loss of RF energy due to electron-
ion and electron-neutral colli-
sions in ionized regions, causing
signal attenuation.

Random RF energy emission from
hot, ionized fireball regions.

Signat phase variation due to
changes in TEC alona propagation
path.

Signa! time-of-arrival variation
due to changes in TEC along pro-
pagation path,

) . U
Reduction of signal-to-noise

ratio, causing possible loss of
data and disruptions of signal
acquisition and tracking.

Increased background noise,
causing reduction of signal-to-
noise ratio and possible loss
nt da.a.

Possible loss of phase/frequency
lock and difficulty in signal
acquqisition and tracking.

Possible loss of timing lock and
difficulty in bit or PN code
acaquisition and tracking.

Faracay Signal polarization rotation due Severe anplitude fading with
Rotation to magnetoionic anisotropy. Tinear polarization; no effect
with circular polarization.
Striated lonization Propagation Disturbances Calculated by PRPSIM.
Amplitude Randor fluctuations of signal Severe amplitude fading, causing

Scintillation

Phase
Scintillation

Arngular
Scattering

Frequency
Selective
Scintillation

, lonization irregularity structure.

amplitude due to scattering of
signal energy by ionization
irregularity structure.

Random fluctuations of signal
phase due to TEC variation and
scattering of signal energy by

Randor fluctuations of signal
angle-of-arrival due to scatter-
ing of signal energy by ioniza-
tion irregularity structure.

Randor distortion of signal wave-
form and signal time delay due to
frequency dependent angular
scattering.

increased data error rates and
possible disruption of signal
acquisition and tracking.

Loss of signal coherence, caus-
possible loss of phase lock and
catastrophic failure of demodu-
lation.

Reduction of signal-to-noise
ratio due to scattering loss
in large antennas, causing
possible loss of data.

Degradation of signal detection,
tracking, and demodulation;
possible loss data due to inter-
symbol interface.




SECTION 2
RF SIGNAL PROPAGATION

2.1 INTRODUCTION TO THE MODELS OF PROPAGATION DISTURBANCES.

The primary task in any analysis of the propagation of an RF
signal through a turbulent, ionized medium is a quantitative description
of the variation of the ionization (or equivalently, of the index of
refraction) as a function of time and location within the medium. A1l
PRPSIM calculations are based on the assumption that the fluctuations at
any particular time may be described by a spectral density function in
three dimensions which decreases with increasing wave number according to
an inverse power law. The power spectral density is parameterized by data
generated by the SCENARIO environment simulation code at each point in the
SCENARIO grid. The relevant parameters are transformed to a coordinate
system which is invariant with respect to location within the grid, and
the set of aquantities which describe the scintillation of the RF signal
are then calculated using the equations derived by Wittwer in the reports
DNA-53040° and DNA-1R-82-02°%,

PRPSIM is designed to operate in an anisotropic propagation
environment. The scale lengths of the fluctuations in three directions
are required: parallel to the magnetic field, and in two directions
perpendicular to the field. The scale lengths are presumed to vary with
location in the grid. The spectral index of the power law can have any
value between 1.0 and 6.0. Currently, the value of the index is assumed
to be invariant with respect to location, but in the future the code will

be generalized to accommodate a variable index.

-




2.2 SCINTILLATION, ABSORPTION, AND MEAN ELECTRON DENSITY EFFECTS.

The set of parameters reqguired to describe the propagation of a
scintillated RF signal through a turbulent ionized medium is derived and
discussed by Wittwer in DNA-5304D' and DNA-1R-82-022. For completeness,
we summarize here the -equations used by PRPSIM to calculate these
parameters., The reference numbers of the equations in Wittwer's documents
are provided also, should the user have any questions regarding the
derivations. Al] parameters are calculated by the module RFPROP. A1l the
data required to define the propagation path and its end members (the
transmitter and receiver) are passed directly to RFPROP by PRPSIM as
arguments, These data consist of the transmitter and receiver location
and velocity vectors, the number of carrier freguencies at which simula-
tions are desired, the array containing those frequencies, and an array
containing the effective antenna beamwidths at those freguencies.

The derivation of the parameters is based on the assumption that
the fluctuation of the electron density and the index of refraction along
the path can be represented by a power spectral density (PSD) function

whose form is a simple power law:

(o 32 2
8 msL L L, r(n)/T(n-3/2)
1 rst // if (Kf+ K§+ K2)e? < 1
2 2 2 2 2y 2\N
4 (1+ LrKr ¥ L§Ks * LfKt)
= (2-1)
0 otherwise

PSO(K, oK Ky )

L

where Kr and KS are the spatial wave numbers of the fluctuations in two
orthogonal directions perpendicular to the geomagnetic field vector, and

Kt is the wave number in the direction parallel to the field: Anf

variance of the index of refraction about its mean value; T(n) is the

is the

gamma function of arqument n; and n is proportional to the spectral index




spectral index + 1 (2-2)

>
n
~No |

(See Equation 1 of DNA-IR-82-022.) This form of the PSD is consistent
with the observation of very sharply defined large scale structure in the
jonosphere. The spectral index (or n) can be interpreted as a measure of
the sharpness of the structure. We have assumed that the spectral index
of the turbulence does not vary along the path. We have fixed its value
at 2 because in situ measurements and theoretical analyses imply that this
value best characterizes the local structure of the ionsophere. (See, for
example, References 1 through 10 of DNA-IR-82-022.) The spectral index
may be assigned any value within the range 1.0 to 6.0 (1.5 < n < 4.0),

however . *

Lr, Ls’ and Lt are the striation outer scale sizes as measured
perpendicular and parallel to the field vector, and % is the inner stri-
ation scale size. (These parameters are assigned by the data retrieval
submodule DATAPT.) In the context of the PSD (Equation 2-1) used through-
out this documentation, the scale size L is the distance (measured in a
particular direction) over which the argument of the PSD (KL) changes by 1
radian in that direction. [In general, the outer scale size L is not iso-
tropic in direction because the large scale turbulence is strongly depen-
dent on the geomagnetic field. The inner scale size & is the smallest
distance over which fluctuations can be detected. 1Its value is usually
considered to be isotropic in direction because the small scale turbulence
fluctuates rapidly and is not strongly influenced by the geomagnetic
field. The structure of a plasma in a magnetic field is characterized by
long striations aligned along the field lines. Because the striations are

* Wittwer's derivations are valid for the range 1.2 < n < 4.0. The
differential phase variance (equations 2-37 and 2-38) is undefined for
n < 1.5, however, Until a valid expression for the phase variance is
derived for n < 1.5, we shall restrict the value of n to be greater
than 1.5.




long compared to their transverse dimensions, DATAPT assigns the longi-
tudinal scale size L, to a constant value of 150 km for all space
throughout the sequence of the simulation. The characteristic transverse
scale sizes are generated by the SCENARIM code. Typically, these are of
the order of 10 km. DATAPT assigns the (isotropic) inner scale size a
constant value of 10 meters.*

All the parameters required to parameterize the scintillated RF
signal are functions of integrals which are integrated over the length of
the path from the transmitter to the receiver. RFPROP utilizes a simple
integration technique to evaluate each of these integrals -- with one
exception which will be discussed in detail later. First, a set of path
segments (Azj) is defined; second, a set of data describing the environ-
ment at the midpoint of the segment is retrieved for each of the segments;
fiirally, the integrals are summed with the assumption that the value of
the integrand at the center of the segment is a good estimate of the mean
value of the integrand over the length of the segment; i.e., we compute
the integral of each integrand f as

b4

end N-1 Z. .+2z.
f f(z)dz = ¥ f(_lil__l)(zi+1—zi) =
0 i=0 2 i

It 422

f(<zi>)AZ1- (2-3)
1

where N is the number of segments along the path. When we represent the
integrands by functions which can be integrated analytically, it can be
shown that the accuracy of this "mean-rectangular" technique is superior
to the trapezoidal technique, and that it is comparable in accuracy to

Siroson's technique.,

* The values used for the longitudinal outer and the isotropic inner
scale sizes were suqgested in a private communication with L. A.
Wittwer of DNA,




The set of path segments and the points at which the integrands
are calcutated are generated by the submodule PATHPT (described in Section
3.3, The set of points and line segments is such that each point corre-
sponds to the midpoint of each line segment formed by the intersection of
the path witn the set of SCENARIO qrid cells through which it passes.
After initializing each integral register to zero, RFPROP begins to loop
through the set of data points. At each point, the submodule DATAPT
{described in Section 3.4) 1s called to retrieve the set of environmental
data for the eignt grid points surrounding the point and to interpolate
these to the point. The environmental data set consists of the following:
(1) the mean electron density [cm~ ], (2) the electron temperature [°K],
(3) the electron density standard deviation about the mean [cm='], (4) the
rms electron density [ecm™'], (5) the electron-neutral collision frequency
fsec™'], (6) the set of electron-ion collision frequencies [sec™!] (the
electron-ion collision frequency is a function of carrier frequency), (7)
the three components of the ion velocity relative to the tangent plane of
the point [cm sec™'], (8) the partial time derivative of the mean electron
density [cm- sec™'], (9) the outer striation scale sizes in two directions
perpendicular to the field [cm] (currently, these two values are equal),
(1n) the orientation angle of the major transverse striation dimension
(currently zero), (11} the outer striation scale size parallel to the
field [cm], {(12) the isotropic inner striation scale size [cm], (13) the
three components of the dipole magnetic field relative to the tangent
plane of the point [Gauss], (14) the three components of the mean electron
density qradient relative to the tangent plane [cm~*], and (15) the six
companents of the second spatial derivative of the mean electron density
retative to the tangent plane [cm'g]. The components of the vectors and
the <econd derivative are then transformed to a path oriented coordinate

system as described later,

10




2.2.1 Geometry of Propagation Path.

A1l calculations are made in (or transformed to) *the coordinate
system aligned with the line of sight (LOS) along the path. The orienta-
tions of the coordinate axes of this system are as follows: the W-axis is
oriented along the line of sight pointing away from the transmitter (the
path origin) toward the receiver, the U-axis 1is perpendicular to the path
and lies in the "vertical" plane containing the path and the center of the
earth, and the V-axis is perpendicular to the path and perpendicular to
the "“vertical" plane. Note that the U-axis always points away from the
center of the earth. The transformation from tangent plane coordinates to
L0S coordinates is defined by a clockwise rotation of (n/2+i) about the Z
(vertical) axis followed by a clockwise rotation of (n/2-¢) about the
Y-axis where « is the elevation of the path measured from the transmitter
(origin) to the receiver, and A is the azimuth of the path.

In addition to the tangent plane (X-Y-Z) and LOS (U-V-W) coordi-
nate systems, two other systems are used in RFPROP (see figure 2). These
are the field aligned coordinate system (r-s-t) in which the power spec-
tral density is expressed in FEquation 2-1 and a system intermediate
between the field aligned (r-s-t) system and the LOS (U-V-W) system which
Wittwer designates as the (x-y-z) system. Note that this system must NOT
be confused with the tangent plane (X-Y-Z) system. In the field aligned
system the t-axis is parallel to the field vector and the r-axis is
oriented in the plane perpendicular to the field vector along the direc-
tion in which the scale size is maximum. (The s-axis points in the direc-
tiun along which the scale size is minimum.) Currently, the SCENARIO
model provides only one scale size perpendicular to the field direction,
and the choice of the r and s-axes is arbitrary. Until the orientation of
the r-axis is specified explicitly by SCENARIO, we shall assume that the
r-axis and the s-axis are equivalent., The x-axis of the (x-y-z) system is
perpendicular to both the path and the field direction, that is

11




Figure 2. Geometric transformation from field oriented coordinates to line
of sight (LOS) coordinates. In (a) the magnetic field is
oriented along t, and the LOS lies along z. Rotations about two
axes suffice to align t and z. In (b) R points toward the
center of the earth, and together with z, it defines the
“vertical® plane containing the LOS. The orientation of this
plane is invariant along the LOS, and the components of all
vectors transverse to the LOS are specified relative to it.
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x=Lx2 (2-4)
sin ¢
where ¢ is the angle between the path and the field vector
cose = t - z = B,/|B] (2-5)

and BZ is the field component along the path. More briefly, the y-axis is
oriented along the field component in the plane perpendicular to the path.

The transformation from (r-s-t) coordinates to (x-y-z) is defin-
ed by two rotations: first, the (r-s-t) system is rotated counterclock-
wise about the t-axis through an angle ¢ to align the r-axis with the
x-axis; next, the system is rotated counterclockwise about the x-axis
through the angle % to align the t-axis with the z-axis. Note that if the
plasma structure is isotropic in the r-s plane, we may set ¢4 = 0. One
additional rotation is required to align the (x-y-z) system with the
(U-V-W) system. To align the x-axis with the U-axis (in the vertical
plane), rotate the (x-y-z) system counterclockwise about the z = W-axis
through the angle 8, where

tans = BU/BV (2-6)

Note that the W and z-axes coincide. Here, we often refer to Wittwer's
z-axis as the W-axis. In contrast to the three other systems, the
orientation of the (U-V-W) is fixed in space along the entire length of
the path. All integrals are calculated in this fixed system.

13




Table 2. Summary of coordinate transformations for the four systems used
by RFPROP module.

Tangent Plane to LOS. ..
(X-Y-Z) to  (U-V-W) (1)  clockwise m/2 + x about Z
(2) clockwise n/2 - ¢ about Y

Magnetic to Intermediate LOS

(r-s-t) to (x-y-2) (1) counterclockwise 4 about t

(2) counterclockwise & about x
Intermediate LOS to LOS.
(x-y~2) to (U-V-W) (1) counterclockwise 6 about W = z

To simplify evaluation of the PSD and the signal parameters,
define the "scale size operator" in magnetic coordinates as the diagonal

matrix:

o o 2 2 2
L = d1aq(Lr, LS, Lt) [em?] (2-7)

To express the PSH function in the LOS coordinates, we transform
the elements of the scale size operator by the second pair of rotations in
Table 2:

L7 = L7cos?a + L 2qin?y [em?] (2-7)
i
L; = (Lzsin7¢ + LZcos7®)c052® + Lgsin7® [cm?] (2-9)
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L2 = (L2sin?s + Llcos74)sin’s + Llcos [cm?] (2-10)

ny = (LZ - Li)cos&cos¢sin5 [em?] (2-11)
Ly, = (LZ - Li)sin?cos&sin@ [cm?] (2-12)

- i s 2. .2, cinn ’ 213
Lyz = (Lt - Losin®s - Lccos s)cosdsind [cm“] ( )

(See Equation 5-a through 5-f of DNA-IR-82-027.) And, finally, to express
the transverse elements of the operator in the fixed (U-V-W) system:

L7 = L7cos?a + L”7sin’a = 2L cosasina [cm?] (2-14)
u y X Xy
L) = Ljcos’e + L;sin79 + 2Ly Cosasina [em”] (2-15)
- ? 2 : s o7 ? 2
Ly ® (Ly - Lx)cosq51”9 - ny(s1n A-cos ‘R) [cm?] (2-16)

(See equations preceding Egquation 18 of DNA-IR-82—022.) Note that Wittwer
has switched the sense of the U and V-subscripts of the scale size opera-
tor in order to simplify the form of some of the equations which follow.

The "effective" structure scale size along the path (W-axis) is
defined to be

72 = _ [cm] (2-17)

whoroe

[cm*] (2-18)




is the determinant of the scale size operator on the U-V plane -- or on
the x-y plane. (See Equation 10 of DNA-IR-82—022.)

The total time derivative of the mean electron density is com-
puted as the sum of the partial time derivative (as computed by SCENARIO)
and the scalar product of the density gradient and the velocity of the

point on the path

dN aNe > 3 .
S = _= +V ,egrad(N cm~sec” 2-19
m " ot " (No) [ ] ( )
where
Vo=V 4 (LY -1 2-20
pt ~ ‘org Zang end” org) [om sec™] (2-20)
en

> >
and Vorq and V are the velocities of the transmitter and receiver,

end
respectively, and z and Zang e the distances to the point and to the
receiver from the transmitter, respectively. The second and third time
derivatives are estimated by assuming a power law function for the mean

electron density:

No(t) = at ™" [cm-2] (2-21)
Then

d?N dN dN

el (&2 1 e [cm™3sec-2] (2-22)

dt2 o gt t t
and

d3N d?N N d2N

e .2 ( e)2 L __S) ( e) [em=3sec 3] (2-23)
at3 Ny de? No dt  gt?
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Next, the components of the weighted effective plasma velocity
at the point are calculated

<4

z
_ ("end > > -1
off = (_~;_) (vion"vpt) [cm sec™']  (2-24)
where Vion is the local plasma velocity relative to a fixed coordinate
>
system, and vpt is the velocity of the point (Equation 2-20). (See equa-
tions following Equation 14 of DNA-IR-82-022.) This is used to compute
the quantity o, which in turn is used to compute the perpendicular signal

decorretlation time:

VA
02 = Xy xy X [sec™?] (2-25)

(See equation following Equation 14 of DNA-IR-82-027.) Although we have
chosen to calculate it in the (x-y-z) system, it is a scalar quantity and

may be calculated in any coordinate system.

Next, calculate Wittwer's Bn coefficient -- the coefficient of
the first term in the Taylor series expansion of the differential decorre-
lation function. (See Equation B-1 of DNA-IR-82-022.)

(n-1)/2
(02+52) n Kn_l(/pz+€2 ) (2-26)

2
Cn2” r(n-1)

(B (p2)WM/2 = ] -
B, (07)M/2 = 1

where o is a unitless quantity

LZy? - 2L + L2x2
0? = Xy nyy yX (2_27)
det (L)

and ¢ is the ratio of the inner to the (minimum) outer scale size, with

Fauation 2-26 valid in the range
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dnd
m = minimum (2,2n-2)
n-1
‘ Kn—l(r)
Ln ToTT ey T T
2" (n-1)
where Kn—l is the modified Bessel function of order n-1,

(2-28)

For the

range of values of . considered here, it is easy to show that <, does

not differ significantly from 1. (See fquation 9.6.9 and Table 9.8 of

Abramowitz and Stequn '.)

The coefficient Rn is then approximated as

N — 2
3, - _Hnele) f(n)n (1)
Ch v (n-1)
whm‘v
| (n-1)"" " 12 0w 2.0
f(n -
(n-1)"" 2.0 0 4.0
and
1/3 + 5}5 1. A=7n 1.2 <« n - 2.0
-an -
n”( ) - 1/3 - In(.) n 2.0
1y ol 20 - 4.0
n-4 -
18

(?-3?2)

(2-33)




(See Appendix B of DNA-IR-82-022.) Note that both B and o are unit-
less and independent of the propagation freguency.

2.2.2 Point-Wise Integration Along Propagation Path.

RFPROP now begins to loop over the set of simulation frequen-
cies, to calculate each integrand and sum that integrand into the appro-
priate primitive integral register. For these calculations, we need the

frequency related parameters

angular frequency: w = anc [rad sec-!] (2-34)
wavelength: yo=oc/f [em] (2-35)
wave-number : K =2n/x [rad cm'I] (2-36)

and the unitless variance of the index of refraction of the signal
an? =2 (2-37)

where f_ is the signal carrier frequency (Hz), ¢ is the speed of 1light
(2.998E+10 cm sec~1), r is the classical radius of the electron

e
(2.8184E-13 cm), and og
e

calculated hy SCENARIO. In order to eliminate unnecessary computuations,

is the variance of the density at the point as
all calculations at a point are omitted if both the local mean electron

density and its standard deviation fall below an arbitrary threshold value
(currently set at 1 cm=’ for both parameters).
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The differential phase variance at the point is

? [
do” . y K? an? 4 [rad?cm- 1) (2-38)
dz i Z
where VZ is the effective scale size along the LOS (Equation 2-17), and y

is a (unitless) constant

_2v/7 T(n-1)
y =2 S 27 for n>1.5 2-39
r(n-3/2) ( )

(See Fquations 8 and 9 of DNA-IR-82-022.) The total phase variance along
the path is obtained by multiplying the differential phase variance by the

path segment length at the point and summing over the N points along the
path

do” AZ [rad?] (2-40)
K4 i dz

Q
"
-

Also, calculate the phase weighted sum of the Bn coefficient
(Equation 2-31) which is used to generalize the frequency selective band-
width calculation from a delta layer approximation to a layer of finite
thickness
do?

N
sum(h) = ¥ B, — &z [radz] (2-41)
i dz

(See equation preceding Equation 32 in DNA-IR-82-022.)

Next, we calculate the [unitless] function

") - (L§+L§)(zend-z)(2/zend) (2-a2)
K det(L)

and the three associated primitive integrals required to compute the mean

square log amplititude fluctuation of the signal
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where
. 1
f'(n) + = M(z) M(2)
f(n,z) = ( n JI1 - exp [- (B2 -
1 + M(2) 12 3 10M(z)
f'(n) = 1.1 - maximum (0, (n-2.4)/2)
and
- - n-1
16c§n(c2 2n . a? 2”) 2(;1 n+3
Ih(2) = i
162" 1n (cp/ay) M(2)" n=3
[ (2) = 815 a8 + ¢ (a3cD)] M(2)"
_ o.2n 4 2-2n M(z)n-1
I?(z) = 8c1 c,a, —
where
a, = minimum [c,,c,vM(2z)]
a, = maximum [c,,c¥YM(2)]
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(2-43)

(2-44)

(2-45)

(2-46)

(2-47)

(2-48)

(2-49)

(2-50)

(2-51)

(2-52)




with ¢, = 0.5 and c, = 0.84. (See equations following Equation A-3 of
DNA-IR-32-022.) Note that M and all the primitive sums are unitless quan-
tities. This derivation for the mean square log amplitude is valid for
all values of M and for n within the range 1.2 < n < 4. Also, RFPROP
stores the [unitless] auxiliary sums

N 2
N - ;.i nz %%_ M(2)]2 (2-53)
2
N 2
%.T AZ %%_ n(z)n"1 n#3
i
JZ = (2-54)
Lo \Z dv’ In[M{z)IM(2)2 n=3
T4z '
i

which will be used to evaluate the Rayleigh phase variance. (See Equa-
tions A-8a through A-8c of DNA-IR-82-022.)

Calculate the integral to be used to compute the signal
decorrelation time in the direction perpendicular to the LOS

2
sum{t) = 7 Az 9]— Bn (OVZ/Z

)" [sec™™] (2-55)
i dz

end
where Bn is the coefficient from Equation 2-3? and o, is given by Fquation
2-25. (See Equation 14 of DNA-IR-82-022.)

Sum the weighted plasma velocity relative to the receiver in the
directions parallel and perpendicular to the LOS:

N ?
Surn(v;) = 7 AZ d"

+ > -

Vion'vend)' z' [cm sec™!] (2-56)

and
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N 2
do 1
_ v

sum(v) = i Az o Virans [cm sec™ ]

where

> > > >

= T - .AZ - ‘AZ 1/2 -1
Vtrans {"Vion Vend) u} + [(Vion Vend) vl } [cm sec™ 7]

Calculate and sum the increments of the primitive
needed to calculate the moments of the coherence function at the
N 2 L2
do 2 U m/2
sum(C =Y B Az T(z/z — 1 cm-m
() i N dz (2/2¢ng) det (L) Lem="1
N 2 L2
do 2 Vv m/ 2
sum(C ) =SB 2 a7z (z/z )¢ —_] cm=m
v i Mdz (2/2eng det (L) [ ]
sum(C ) = ¥ B 933 az (z2/z. )72 Eltﬂ!llm/z sign{L ) [cm-M]
T i N odz ‘ end”  det(L) MLy

(See Equations 20-a through 20-d of DNA-IR-82-02%.)  The
guantities are computed at the transmitter by replacing z 1in

2-59 through 2-61 by (z - 7).

end

The signal time delay variance (OE) and  frequency

bandwidth (f,) have been derived by Wittwer (see Equations
DNA-I1R-82-027)

2 2
H end -
of = (2nf )7 Lok + A dz ¢ Qz_ 12(z)  [sec?]
K o 2°0 2z
2 | 2
+10(z) + 21 (2)
and
fo = (an”al)~1/? [Hz]
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(2-57)

(2-58)

integrals

receiver:

(2-59)

(2-60)

(2-61)

analogous

Equations

selective
31-33 of

(2-62)

(2-63)




where
05 is the phase variance of the Rayleigh distributed com-
ponent of the signal
Hm is the parameter derived in Equation 2-127
Zong 1S the length of the path [cm]
and
2! doi 2, 2§ 1
1,(2') = 25 B, dz (az_\ 2°L 2{det(L) ] (2-64)
Z' d0¢ 22 1
Iv(z ) = 2£ Bndz (EE_) z vadet(L)] (2-65)
2 9% :
I,,(2') = zg B, dz (Ez_) %L, [det(L) ] (2-66)

where (doi/dz) is the differential phase variance (Equation 2-38), B, is
defined in Equation 2-31, det(L) is the determinant of the scale size
operator (Equation 2-18), and LS etc., are the transformed elements of the

scale size operator (Equations 2-14 through 2-16).

Since the calculation depends on a linear combination of the
squares of the innermost integrals (Equations 2-64 through 2-66), we shall
limit the remainder of this discussion to the evaluation of the single
3-level nested integral
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X X ' X
r - rend 9; [ 9&5 I de £2 £(g)12 [~ 2] (2-67)
0 X X' 0

A1l the other integrals computed by RFPROP are evaluated using a mean-
rectangular integration algorithm (see Equation 2-3). The accuracy of
this technique is unsatisfactory for the triply nested integral of Equa-
tion 2-67, however. First, we simplify the integral using integration by
parts of the outermost integral to yield the 2-level nested integral

1":

X X
end dx b by 1 gkt 2(x)12 [emm2] (2-68)
o xZ2 X Xggq O

Then, approximate the integrand f(x) by a piecewise linear function
between the n+l discrete points on the path

ayx + 81 on

X0 < X i X1
f(x) = ] apx + B, on x); < x < xy (2-69)
a X + Bn on X, 4 <X S_xn
where
'lj = (‘yj-yj-l)/(xj-xj-l) (2-70)
and
Qj = (Xij_l‘ xj-lyj)/<xj-xj-1) (2-71)

for j =1, 2, ..., n.

[t can be shown that the innermost integral can be calculated by
the recursion relation
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tos g3y 1 (3) (1) -1 p(2) (2) -
YiTEi Y [4 ri3 (g eyt 3" (g) ay'%)] (2-72)
where
i Xj-l/xj (2-73)
r(")(ej) =1+ T ei + ot ag (2-74)
ayil) =y oy (2-75)
J J j-1
Ay(g) = £y, - Y (2-76)
J 373 j-1
Also, define the quantity
Cto=ed [yl - (1-e) b (2 oeaag(1) - Loay(2) ]
§o=gy Dyl - (e (7 &5 5 o' )] (2-77)

Then, it can he shown that the integral of Equation 2-68 may be written

Pl L r(rf) fcm=2) (2-78)
Xend

where the T, are calculated by the recursion relations

F(E) . r(§21 s x® (1 E])'l [%E r(5)(;1)( y(g))Z + %E r(3)(r])(Av(3))2
L) (1) Ay(2)
5" (g5 ayti) aytd/]
roy rliee ) ayt) Z ay(2) - Loy e ) (2-79)
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T‘(;) = I‘(°21 + X Il--F))'l [ﬁ_z_ r\ﬁ)(gj)(Ay(Jl))z +—}fﬁ— r(u)(gJ)(Ay(J?))Z
-%r(s)(zj)Ay(j)Aygz)l
oy gy 2 el (e a2 - csl-gsh ) (2-80)

The summation registers containing the sums of the terms of
Equations 2-79 and 2-80 are incremented inside the grid only. When the
LOS extends beyond the edge of the grid (i.e., whenever the receiver is
not located inside the grid), it is necessary to correct the sum to ac-
count for the finite distance from the edge of the grid to the receiver.
[t can be shown that the necessary correction factor to be added to Equa-
tion 2-78 is

2 S (L (2-81)
xend xend

where x_is the distance from the origin (transmitter) to the far edge

of the grid, «x is the length of the LOS, and Yﬁ is the innermost inte-

end
aral obtained from Equation 2-72. (For a more complete explanation of the

derivation of these equations, refer to MRC-N-2731%))

A1l the remaining basic parameters calculated by RFPROP are used
to derive the mean ionization effects. We calculate the real part of the
index of vrefraction, the abcorption coefficient, and the effective
electron density using the Appleton-Hartree equations. PRPSIM considers
only the contribution of electron-ion collisions and electron-neutral
collisions. The magnetic field and ion-neutral collisions can be

neglected at the propagation frequencies of interest here. Now let
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e2 No
K=o — = 3.1833x10° Ne/m2 (2-82)

Eom w

where e and m are the electronic charge (4.803E-10 statcoulombs) and mass
(9.107E-28 gm), respectively, £, is the permittivity of free space
((4n)~' = 7.958E-2 in cgs units), N, is the local electron density
[cm3], and w is the angular frequency of the signal [rad sec~!]; and let

7-_81___en (2-83)

where Ve and Van are the electron-ion and electron-neutral collision fre-

guencies, respectively. These parameters are then modified to account for
the velocity dependence of the electron collision frequency:

1
Xeff —.ﬁ X (2-84)
_ G
Zeff = ° z (2-85)
where
1+2/2.5 R
——— Vv AV
1+2/1.5 en €1
G = (2-86)
1 Ven < Vei
and
1 + .152 Ven > Vi
1 + .057
H = (2-87)
1 Ven < Vei

(See Shkarofsky, 1961“.) The real part of the [unitless] index of refrac-
tion is given by
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' =.%§ (1-¥) + J(1-1) 2+ 22 V2 (2-88)
where
X
Y = effz (2-89)
L+ Zoes

(See Equation 2.93 of Davies, 1965°.)

The linear coefficient of absorption is given by

20 1 w _ -10
— Y7 £ = 1.449x10 - YZe

n(10) 2¢c » ef p eff

a:

[dB cm™ ] (2-90)

(See Equation 2.98 of Davies, 1965°.) If one can assume that the carrier
frequency is large compared to the collision frequencies, the coefficient
of absorption may be approximated as

N (v.+ v ) [dB cm~ 1] (2-91)

RFPROP calculates the mean absorption coefficient for the cell

T = ? a(N_) p(N_ ) dN (2-92)
0

e e e

where p(Ne) is the unknown distribution function of the electron density
within the cell, From Equations 3-28 and 3-30, it is seen that the
neutral-electron collision frequency (per electron) is independent of the
electron density, and that the ion-electron collision freauency is propor-
tional to the electron density. Thus
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- 2
a = 5 (alNe + aQNe) p(Ne) dNe
- 2 e
= alNe + a2Ne (2-93)

Hence, the mean absorption coefficient can be computed as the sum of two
coefficients with the first being a function of the ion-electron collision
frequency and the root-mean-square electron density, and the second being
a function of the neutral-electron collision frequency and the mean elec-

tron density.

The effective mean electron density at the signal propagation
frequency is given by

Ne

- -3
Ne ¢ = I_:_E?—— [cm=7] (2-94)
eff

where Ne is the mean electron density provided by DATAPT, and Zeff is the
l coefficient calculated using only the electron-neutral collisions. Note
that the effective density differs significantly from the actual density
only when the signal propagation frequency is comparable to or smaller
than the electron-neutral collision freguency. This value is added to the
electron content register to calculate the mean total electron content

(TEC) along the path.

N
STEC: = ; Az Ne e [cm=?] (2-95)

The first three time derivatives of the local mean electron

density (calculated by SCENARIO and in Equations 2-22 and 2-23 above,

respectively) are also summed into individual registers to calculate the
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three time derivatives of the “TEC>. Similarly, the total absorption is
calculated as the sum of the absorption coefficients (Equation 2-93)
multiplied by the path segment lengths.

The incremental Faraday rotation of the plane of polarization of
the electric vector of the signal is calculated for the case of gquasi-

Tongitudinal propagation ia the absence of absorption:

ds 1, @? ve\NeBW = 2.365x10" o [rad cm=!] 9
=5 (s = 9. x —— rad cm=*)  (2-96)

£C” an2€0m’ m f2 f

where ¢ is the speed of light, gq 15 the permittivity of free space, e and
m are the charge and mass of the electron, respectively, Ne is the
effective mean electron density [cm~3], and Bw is the component of the
magnetic field [Gauss] parallel to the LOS. (See Equation 4.39 of Davies,
1965°.) The total angle of rotation is calculated as the sum of the

incremental rotations multiplied by the path segment lengths,

The last frequency dependent integrands to be computed are the
weighted distance to the point and the weighted square of the distance
with the phase variance as the weighting function. These are used to
provide measures of the distance to the most intense region along the path
and of the extent of the active region. Let

N
- do?
sum(Z) = 7 z nz (=) [cm] (2-97)
i dz
N ) 7
sun(77) = 7 27 g f%\, [cm?] (2-98)
j dz

This point marks the end of the loop for which the integrands
are. caloaiated as functions of frequency and also the end of the loop over
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the points along the path at which the integrands are summed into their

appropriate integral registers.
2.2.3 Calculation of Signal Parameters from Primitive Integrals.

Next, RFPROP begins to loop over frequency to derive the signal
parameters from the primitive integrals which were summed over the
individual points along the path. First, the principal moments and the
orientation of the decorrelation matrix at the receiver are computed:

C, = fsum(Cu)]Z/m [cm=2] (2-99)
¢, = [sum(C )]2/m fem=2] (2-100)
Cuv = sign[sum(Cuv)]’sum(Cuv)|2/m [cmm2] (2-101)

where sum(Cu), sum(Cv), and 3um(Cuv ) are the primitive integrals by Equa-
tions 2-59 through 2-61. (See Equations 20a-d of DNA-IR-82-022.) FLEF
the maximum and mininum eigenvalues of the matrix, Cp and Cq:

c, = 15 [(C,5C,) + /(€)% + ac2 ] [em?) (2-102)
Cq - 15 [(C,C,) - /(C,-C )% + ac2 ] [cm?] (2-103)

and the orientation of the maximum eigenvector:

arctan [C uz ] [rad)] (2-104)
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(See equations preceding Equation 21 of DNA-IR-82-022.) Note that Cp
and Cq denote the maximum and minimum eigenvalues, respectively of the
decorrelation matrix. The analogous decorrelation matrix at the transmit-
ter is calculated also. The decorrelation distances along the p and g
axes are derived from the eigenvalues of the decorrelation matrix:

B(n,oz)
g = 90 [cm] (2-105)
P /C
p
B(n,oz)
9 = __fzzi_ [cm] (2-106)
q /C,

where B(n,oi) is the empirical function defined in Equation 2-112. (See
Fquation 41 of DNA-53O4DI.) Note that Qp and zq denote the minimum and
max imum decorrelation distances, respectively. The decorrelation distance
is defined as the distance from the LOS on the perpendicular plane at
which the mutual coherence function decreases by a factor of 2.718. (See
Equation 21 of DNA-IR—82-022.) The mean square angles of the signal
energy arrival at the receiver and transmitter are derived from the decor-

relation matrix also:

2C

0; = EEE [rad?) (2-107)
2C

2= 4 [rad?] (2-108)

q K?
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(See Equations 26a and 26b of DNA-IR-82-022.) Note that 0; and og denote
the maximum and minimum values, respectively. Also note that each of the
Equations 2-99 through 2-108 denotes the calculation of two quantities --

one at the receiver and one at the transmitter.

The signal decorrelation time at the receiver in the direction

parallel to the LOS is approximated by

3.5 K
- se 2-109
T" [C;/3 + Cé/313/2 v, Lsec] ( )

where <v > is the weighted average magnitude of the plasma velocity
relative to the receiver and parallel to the LOS (from Equation 2-56)

v> = sum(v")/oi [em sec™ 1] (2-110)

(See Equation 2-56 above and Equation 22 of DONA-IR-82-02%.)

The signal decorrelation time at the receiver in the plane
perpendicular to the LOS is

B(n,ay)

T o

T =

where sum(t) is the primitive integral of Equation 2-55, m is defined in
Equation 2-29, and B is a [unitless] function of the spectral index and
the total phase variance:

B(n,oi) = minl1,(-0.34n2 + 2.51n - 2.0) ]I sum(h) 11/m (2-112)
where sum(h) is the phase weighted sum (Equation 2-41) of the Bn

coefficient calculated in Equation 2-31. (See Equation 14 of DNA-~IR-82-
022.) The B function imposes an emperically determined lower limit for
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the perpendicular decorrelation time when the total phase variance along

the path becomes vanishingly small.

The smaller value of the -7 pair is designated as the sig-

1
nal decorrelation time:

T, F min((l,r”) [sec] (2-113)

(See fquation 23 of DNA-IR-82-022.)

Next, calculate the mean weighted distance to the region and its
standard deviation:

<T> = sum(Z)/ci [cm] (2-114)
sd(2) = [sum(Zz)/oi - <>2)1/2 [cm] (2-115)

using the sums calculated in Equations 2-97 and 2-98.

The mean square log amplitude fluctuation (MSLAF) is required in
order to calculate the portion of the total phase variance whose amplitude
is Rayleigh distributed. Calculate the MSLAF using the primitive inte-
grals of Equations 2-43 through 2-45:

x? = sum(yg) + sum(y;) + sum(x,) (2-116)

(See Equation A-3 of DNA-IR-82-022.) Then to determine the portion of the
phase variance which is Rayleigh distributed, let

[cZ(6-2n)J2‘C§6-2n) I 1/(6-2n) n#3

J3 = (2-117)
Jy + Jp In (co/cy) n=3
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where Jl and J? are the integrals computed in Equations 2-53 and 2-54, and
¢, and c, are constants: ¢, = 0.5, ¢, = 0.84. (See Eauations A-9a and

A-9b of DNA-IR-82-022.) And let

«2 = 16(n-1)f(n) 2" 33 + sum(x,) (2-118)

where sum(yx,) is the integral computed in Equation 2-44, and f(n) is the
phase weighted mean of the function f(n,z) defined in Equation 2-46:

f(n,z,) =2 w2}/ o2 (2-119)

The phase spectrum 1is arbitrarily divided into two regions so that
fluctuations whose wave number is smaller than some critical value can be
considered to contribute negligibly to the total phase variance. Denote
the value of the MSLAF integrated up to that wave number as xé. The
Rayleigh threshold is usually defined to be x> = 0.10. PRPSIM uses the
following procedure to compute the Rayleigh distributed contribution to
the phase variance:

If Xz.ﬁ Xé or J, <0 and 01/2 < Xé) then

3

229 (2-120)

2 ,)2 [radz] (2-121)

(where sum( x;) is the integral computed in Equation 2-44 and oi is  the
total phase variance computed in Equation 2-40); else calculate
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2d,

min , o2 n#3
o) sy %)
o
0;2; = (2-122)
ZJl
min | . 02] n=3

an-1 aC(Zn-Z) ¢

where, if Xc < x2

S
1
4 2 2
X = % (6-2n)
((6-2n) [—C 7S )4 cb2m n#3
16¢2"(n-1)f(n)J,
a =< 2 (2-123)
Xe 7 Xg
c, exp [ ] n=3
16c§"(n-1)f(n)J1
.
or, if Xi > )(25
1
-,
2_.2
X5-x A (2~2n)
[(2-2n) [— 2 s ]+ 57 ne3
16c1nc2(n~1)f(n)d
a = 2
c -4 . (2-124)
2_.2
X5 X (2-2n)
([(2-2n) [ ]+ &M n=3
L 16c1 ¢5(n-1)f(n)d,

(See Equations A-1la through A-13b of DNA-IR-82-022.)
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The S, scintillation index is also a unitless measure of the
severity of the amplitude scintillation. We approximate it from the MSLAF
by usina tne empirically derived relation

S, - minimum (1.42(x°)" "%, 1) (2-125)
whers . is the MSLAF from Equation 2-116. (See Equation 10 of Reference
AL NAte that this approximation is most accurate at n = 2.

The frequency selective bandwidth is computed as

<5 Hm
fo= f 40 4 (r+g)1-1/? [Hz] (2-126)
C R K?
where
fe is the signal carrier frequency [Hz]
K is the signal wave-number [cm—1]
,é is the Rayleigh phase variance from Equations )
2-120 - 2-122 [rad”]
¢ is the correction factor from Equation 2-81 [cm'z]
T is the primitive sum from Equation 2-78 [cm'z]
and
H, = “sun(h) 14/m-2 (2-127)

is the finite layer correction factor derived from the primitive sun from
Equation ?2-41. (See Equations 31-33 of DNA-IR-82—O27.)
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The Rayleigh frequency (fR) is defined as the smallest frequency
of the plasma oscillations which contributes to the Rayleigh phase vari-

ance:
fR fR
P (f)df =2 (P (F)df =1 - 52/5° (2-128)
# o R 7
_f 0
R
where 52 is the Rayleigh phase variance, oi is the total phase variance,

2

R

and P (f) is the probability distribution in frequency for the electron
e

density fluctuations:

P (f) = ovi ¢, a2n-2 Z(n=1/2) [a? + (247 £)21-(n-1/2)  (2-129)
b 0 r(n-1) o

where 1, is the signal decorrelation time (Equation 2-113) and a is a
unitless coefficient derived from the phase weighted sum of the Bn
cnefficient

a = {sum(h)W‘l/m (2-130)

(See fquations 2-29, 2-41, and FEquation 39 of DNA-IR-82-022.) For con-
venience, we define the [unitless] scaled Rayleigh frequency

zp = ?n (To/a)fR (2-131)

Analytic solutions for Zp exist only for n = 3/2 and n = 2. For n =2

2o = 11 - 0f/e2)2 - 11-1/2 (2-132)

For other values of n, it is easy to show that the limiting solutions for

Zn are
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1im —

z, + 0, z, = Y2 I(n-1 1 - o%/d? 2-133

R B ra v (2-133)
and

1im =

2, » =, 7y = [(2n-2) {x T{n-1) _ (42/452)}-1/(2n-2) 2-134

R 7o = [(2n-2) g ol (/) (2-138)

Note that Equation 2-133 always underestimates the true value of
Zg whereas Equation 2-134 always overestimates it. To compute the

true value, we numerically calculate the value of the integral (using
Equation 2-128) to the low estimate and to the high estimate of Zp >
and compare these quantities to the known value of the integral. We
interpolate logarithmically between the low and high estimates to obtain a
new estimate of Zp > and numerically calculate the integral to this
value. [f that integral exceeds the known integral to the true value, we
replace the high estimate of 22 by the new estimate and repeat the
process. Otherwise if the integral is smaller than the known integral, we
replace the Jow estimate of zR by the new estimate and repeat the
process. In practice, 2 to 4 iterations are usually sufficient to
calculate zp to within 1 percent accuracy.

The final quantities to be calculated by the module RFPROP are
the means and standard deviations of a set of eight parameters which are
proportional to the mean and standard deviation of the TEC and its time
derivatives. The variance of the it order time derivative of the TEC
is obtained from the expression

f‘
o2 =2 (fey2 a-m Rp (£) (2nf)25 af (2-135)
jo"ocrg 0 ¢
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where P¢(f) and a are defined in Equations 2-129 and 2-130, and fC is the
carrier frequency [Hz] (see Fquation A-21b of DNA-5662D8). Equation 2-135

can be expressed more conveniently as

f .
o2 =1 (€)2 am(ay2jf
N T oCr T n

.(ZR) (2-136)
J e 0

sJ
where

£, 5(z) = Rodz 223 (1+22)-(n-1/2) (2-137)

O— N

The zeroth order derivative may be evaluated analytically for all values

of n, i.e.,

f
2 -1 (€2 3-M [1.42/42 -

Analytic solutions for the higher order derivatives exist only for n = 2

fZ,I(ZR) = log (z; + /1+z§) - (1+z§2)‘1/2 (2-139)

f =1 71,2 -2y~ 1/2 _ _

2,2 (ZR) > {ZR(1+ZR ) 3f2’1(ZR)} (2-140)
=1 Yio_£,=2 -2y-1/2 _

fz,a(ZR) & [zR(Z SzR )(1+zR ) + 15f2’1(ZR)} (2-141)

For the Timiting solutions when n = 2
1im ] 1 2941 i -1
ZR > O, 2’] (ZR) - (ZJ+1) ZR J = Y 2, “oe (2"142)




and

ZR >+ o f . = 1 . 23_1 j o+ 1 (2-143)

For n # 2, no analytic solutions exist for the integral Equation 2-137.
PRPSIM resorts to Simpson's rule to solve the integral numerically.

The mean and standard deviataion of the eight additional signal
parameters are derived from the mean and standard deviation of the TEC and

its time derivatives as listed below:

Mean signal phase shift and its standard deviation:

<phase shift> = AKTEC> (rad] (2-144)
7{phase shift) = A N, [rad] (2-145)
Mean Doppler shift and its standard deviation:
<Doppler shift> = Ayd <TEC> [Hz] (2-146)
2n dt
5(Dopler shift) = A o [Hz] (2-147)
27 N1
Mean Doppler rate and its standard deviation:
N (A d2 -1
<Doppler rate> = () ___ <TEC> [Hz sec™'] (2-148)
2m dt?
n(Doppler rate) = (ﬂ_\ N> [Hz sec-!] (2-149)
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Mean phase "jerk" and its standard deviation:

3

. A, d
<phase jerk> = (__) ___ <TEC> [Hz sec™?]
2m gt3
o(phase jerk) = AN, [Hz sec=?]
27 N3
Mean signal time delay and its standard deviation:
<time delay> = B <TEC> [ wsec]
o(time delay) = B oy, [ usec]
Mean time delay rate and its standard deviation:
Ztime delay rate> = B %f <TEC> [usec sec™!]

s(time delay rate) = B o)

Mean time delay acceleration and its standard deviation:

d2

stime delay acceleration> = B — <TEC> [usec sec-?]

dt?

s(time delay acceleration) = B N

Mean time delay “jerk" and its standard deviation:

3

“time delav Jjerk> = B.gﬁ_ <TEC> [ usec sec'3]
dt?

s(time delay jerk) = B oy [psec sec-3)
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[usec sec™!]

[usec sec-?]

(2-150)

(2-151)

(2-152)
(2-153)

(2-154)

(2-155)

(2-156)

(2-157)

(2-158)

(2-159)




with

A= [cm?] (2-160)

[cm? psec] (2-161)

where ¢ is the speed of light, o is the classical radius of the
electron, fo is the carrier frequency [Hz], and A is the wavelength [cm].
This point marks the end of the loop in freguency in which the signal
parameters are calculated.

Two additional subroutines (RFTEMP and REFRAC) are called by
RFPROP to calculate the effective temperature of the receiving antenna due
to nuclear enhanced sky temperature and to calculate the bending of the
ray path by smooth gradient or “gross" refraction. These subroutines will
be described in Sections 2.4 and 2.5 respectively.

Table 3 summarizes the major parameters calculated by RFPROP and
indexes the numbers of the equations (in Section 2-2) pertinent to their
calculation.
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Table 3. Summary of equation numbers for major parameters

calculated by RFPROP.

PARAMETERS UNITS EQUATION(s)
decorrelation distance [cm] 106 105
decorrelation time [sec] 113 111 109 55
Faraday rotation angle [rad] 96
frequency selective bandwidth [Hz] 126 78
mean square log amplitude

fluctuation (MSLAF) 116 45 44 43
mean signal phase shift [rad] 144
mean signal time delay [usec] 152
mean square angle of

nergy arrival [rad?] 108 107
gean weighted distance [cm] 114 97
Rayleigh phase variance [rad?] 122 121 120
Rayleigh freguency (Hz] 128
S, scintillation index 125
total absorption [dB] 93 90
total electron content (TEC) .

and time derivatives [em=2 sec-Jd] 94 23 22 19
total electron standard devia-

tions and ti-e derivatives [cm=2 sec-J] 136
total phase variance [rad?] 40 38

45




2.3 ANTENNA FILTERING.

The subroutine ANTMOD is called by PRPSIM to calculate the modi-
fication of the signal parameters resulting from the loss of signal power
caused by angular scattering at the receiving and transmitting antennas.
The equations used in ANTMOD are taken from those derived by Dana (1985).9
The derivations assume that both antennas are characterized by Gaussian
bean profiles and that both antennas are pointed along the line of sight.
Four arrays of beamwidths are passed to ANTMOU by RFPROP. At each propaga-
tion frequency, each antenna is characterized by two beamwidths along two
orthogonal axes perpendicular to the axis of the antenna. The beamwidth
is defined as the angle [rad] subtended by the half power (3 dB) points on
the directive aain function on opposite sides of the antenna axis. Cur-
rently, only circularly symmetric antennas are allowed by RFPROP, and the
beamwidths in the two orthoagonal directions are equal. Here we denote the
heamwidths of the transmitting and receiving antennas along the X and
Y-axes, respectively, as Ty qu’ My and qRy‘ The signal loss caused

hy scattering is given by

“lg = 1n 1001(}(,\.)() + 10 ]O_Ql() (’\)/) [dB] (2‘162)
where
07 W2
C1? = 1w ke X e B (2-163)
a’ a7
Tx Rx
2 2
a4 o1
» 7 1 i { Ty RY\ -
[y = ] + K v + v (2 164)
Ty Ry
whiers ';/ and Y;v are the mean square angles of enerqy arrival in the x
anl oy dirwnriuna,at the transnitter, ng and ”gy are the analogous quanti-
Fivee At the receiyer, and k' i the constant 2In(2) = K5.545, For a
circalar anterna ae can replacs the mean square anales in o the x and y
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directions by the minimum and maximum values in the p and q directions
calculated in Equations 2-107 and 2-108. A beamwidth of = (180°) or
greater 1s interpreted by ANTMOD as an omni-directional antenna with zero
scattering loss ((Ax)2 = (Ay)2 = 1). ANTMOD also computes the total
signal loss which is simply the sum of the absorption and the scattering
loss. The apparant frequency selective bandwidth and decorrelation time

are increased by scattering:

font = axay fo [Hz] (2-165)

VEXEY 1 [sec] (2-166)
0

T
ant

where fn and 1 are the antenna independent values calculated by Equations
2-176 and 2-113, respectively. Note that the degree of antenna filtering
is frequency dependent,

2.4 ANTENNA NOISE TEMPERATURE.

PRPSIM calculates the effective antenna noise temperature of the
receiving antenna due to a hot, ionized medium. The calculation includes
only the contribution of the medium. All other sources (solar, cosmic,
the earth, etc.) are not considered here. In theory the temperature must
be integrated over every point in the grid weighted by the antenna gain
function in the direction of the point. Such an analysis is beyond the
scope of a propagation code whose primary purpose is the calculation of
scintillation effects. We compromise by calculating the temperature with
the "heam-fillina" approximation formula at five points on the gain func-
tion, and computing the mean and standard deviation of these five values.
Nne direction is along the line of sight (LOS) directed from the receiver
tn the transmitter. The other four directions are displaced one-half
heamwidth from the L0OS along two orthogonal directions perpendicular to
the 1LOS.  As before, the beamwidth of the antenna is defined to be the

annle subtended by the half power (3 dB) points on the directive gain
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function on opposite sides of the antenna axis. Currently, we assume that
the antenna gain function is circularly symmetric and that the antenna
axis is oriented along the LOS. RFPROP may easily be generalized to
accomodate non-circular antennas, however. A warning flag 1is printed if
the mean does not exceed the standard deviation by a factor of two or
greater. The flag is intended to indicate that the variation of the
temperature across the antenna gain function may be so large that the
small number of points used may yield an inaccurate result. Although the
absence of a flag indicates a reliable temperature calculation, a flag
does not necessarily indicate that the resu't 1is inaccurate. Even when
the result 1is flagged, the mean is a much better estimate of the true
antenna temperature than the single beam-filled approximation calculated

along the LOS only.

The antenna temperature calculation is performed by a submodule
of RFPROP called RFTEMP. RFTEMP is called once by RFPROP for each link
simulation. The arguments passed are the vectors containing the coordi-
nates of the transmitter (path origin) and the receiver (path end), the
number of RF carrier frequencies, the array containing those frequencies,
the array containing the effective beamwidths along the X-axis at those
frequencies, the array of beamwidths along the Y-axis (currently these
equal those along the X-axis), and two integers which specify the
sequential indices of the first and last point (relative to the
transmitter) whose mean local electron density or standard deviation
exceeds an arbitrary threshold. (Currently the threshold is 1 cn=? for

both parameters.)

The antenna temperature calculation can be the most time
consuming of all PRPSIM calculations, and for that reason it is optional.
Data retrieval, rather than the complexity of the calculations,
constitutes the major demand for CPU time . Each of the five paths
requires approximately the same number of data retrievals required for all
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the computuations performed by RFPROP, Furthermore, because the antenna
gain function and beamwidth are functions of frequency, a set of four
different auxiliary paths must be defined for each operating freauency.
If n operating frequencies are specified for a link, it is easy to show
that the number of data retrievals will increase by a factor of 4n+2 if
antenna temperature is calculated. (In theory, this ratio could be
reduced to 4n+l if the temperature along the central path were to be
calculated by RFPROP. Owing to the directional asymmetry of the calcula-
tion of temperature and several of the other parameters, it is simpler for
numerical reasons to calculate the temperature along the central path in
RFTEMP.) We do reduce the CPU time somewhat by eliminating the construc-
tion of the auxiliary paths for situations in which it is easily demon-
strated that the antenna beamwidth is filled by a homogeneous ionized

region.

RFTEMP calls PATHPT to generate a set of points along the propagation path
from “infinity" (at a point on the path located well outside the phenome -
nology grid) to the receiver. The indices (relative to the receiver) of
the first and last point whose mean density exceeds the 1 cm™° threshold
are also computed. The code then bhegins to loop over those points along
the path whose indices lie between the threshold indices to calculate the
incremental contrihbution to the total antenna temperature from the plasma
in that region, The submodule DATAPT (described in Section 3.4) is called
tn retrieve the set of interpolated environmental data for each point.
The data set returned 1is truncated to only those data needed for the
temperatuyre calculation: (1) the mean electron density [cm= 3], (2) the
alectron density standard deviation [cm™ 3], (3) the rms electron density
em™ °], (4) the electron temperature [°K]. (5) the electron-neutral colli-

!

sion  frequency [sec™ '], and (A) the array of electron-ion collision
fraquencies [sec™!]. (See Tahle 4 of Section 3.4.)
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If we designate the local ion temperature of a plasma layer of
thickness 4zj as tj, it can be shown that the temperature of the

receiving antenna is

dT; = t; {1 - exp(-2Kv;az,;) Hp; (2-167)

or

t. 1 - 10'(““"/10)&;:]. (2-168)

dTi
if the layer is of uniform temperature and completely subtends the beam-
width of the antenna. (See Equation 27 of MRC-R-156, Volume II7.) Lpi is
the loss caused by the absorption of the intervening material between the

region and the receiver:

i
Lp, = exp -2 7 vaAzj} (2-169)
J
or
j
-1y ijAZj/lO\.
Lp: = 10 J (2-170)

j

where va is the Tlinear coefficient of absorption [cm‘l], and o is the
coefficient of absorption which was derived in Equation 2-93 of Section
2.2. Kv and a are related by

= 20 [dB cm-!] (2-171)

In (10)

The factor of two enters the exponential arguments because
temperature is a measure of power whereas the coefficient of absorption is
defined in terms of amplitude attenuation as a function of distance. Note
that Kv is a function of both frequency and location. Thus, it is neces-
sary to calculate the temperature increment for each carrier frequency and
at each point along the path. The temperature of the receiver antenna (as
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a function of frequency) is calculated by summing over all points along
the path

i
(Y a.az. )
) QJAZJ/IO,

-(aiAZi/lo)
110 9J [°K] (2-172)

[1-
Tant ti 1-10

"

jm

—

It
— =

Note that Equation 2-172 depends on the order of summation. Because we
want the temperature at the receiver, we must sum from the receiver (i=1)
toward "infinity" (i=N). We also calculate the mean distance to the
region weighted by the incremental temperature:

N
z, dT./ ) dT, [cm] (2-173)

{2>4 =
! i

—_i 2

Equation 2-172 is correct only if the medium is uniform over the beamwidth
of the antenna. To test whether this 1is the case, we assume that the
SCENARIO grid resolution is sufficiently good to assure that the proper-
ties of the medium are reasonably constant across a grid cell; and if we
can show that the grid spacing at the most highly jonized region along the
LOS 1is greater than the arc subtended by the beamwidth at that distance,
then the beam-filling approximation may be used in lieu of integration
over the gain function. First, using a simple search algorithm and the
array of grid coordinates read and stored from the SCENARIO data file, we
calculate the indices of the cell containing the point at the temperature
weighted distance to the region computed in Equation 2-173. The
dimensions of the cell along the three orthogonal coordinate axes are
computed as

dx; = h, du [cm] (2-174)
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where dui are the differences between curvilinear coordinates read
from the SCENARIO file, and hi are the scale factors as calculated
from Equations 3-40, 3-41, and 3-42 of Section 3.4. The angle subtended
by the smallest of these dimensions at the temperature weighted distance
to the cell is

min(dx, ,dx,,dx3)

e = 2 arctan | | (2-175)
2<z>T

If this angle is greater than the beamwidth of the antenna, the
ionized medium is considered homogenecus throughout the beamwidth of the
antenna so that the beam-filling approximation is valid. In that case we
do not construct the four auxiliary paths as outlined below, and the
antenna temperature is equated to the value obtained with Equation 2-172.
The standard deviation of the temperature across the antenna face is set

at zero.

RFTEMP then loops through the set of carrier frequencies. If €
does not exceed the antenna beamwidth for a given frequency, we proceed to
construct a set of four auxiliary paths for that freguency. The paths are
directed toward the half-power contour of the gain function and spaced at
ninety degree increments in azimuth about the LOS (which is assumed to be
coincident with the antenna normal). Define the path elevations and

azimuths relative to the LOS:

/2 - beamwidthx i l1or 3

(2-176)

n/2 - 2 or 4

i

N~ N —

beamwidth j
y

and
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o = 0, n/2, =, 3n/2 for i =1,2,3,4 (2-177)

(Note that the elevations of the auxiliary paths relative to the LOS are
frequency dependent.) The end of each auxiliary path is located at
“infinity" (i.e., outside the grid). All computations are done in the
tangent plane (east, north, vertical) system of the antenna. To transform
the coordinates of the four auxiliary paths from antenna coordinates to
tangent plane coordinates: (1) rotate the system counterclockwise about
the W-axis (normal to the antenna face) through the angle ¢ to align the
V-axis 1in the horizontal plane, (2) rotate counterclockwise about the
V-axis through the angle =n/2-¢ to align the W-axis with the Z-axis
(vertical) and (3) rotate counterclockwise about the Z-axis through the
angle w/2+X to align the U-axis with the X-axis (east) and the V-axis with
the Y-axis (north). (See Figure 3.) Currently, only circular antennas
are allowed by RFPROP, and ¢ is undefined; for non-circular antennas, the
U-axis woul” -~nrmally be defined to lie along the major axis of the gain
function, and ' would be defined as the angle (measured clockwise) from
the horizontal to the V-axis.

RFTEMP tests to determine whether any of the auxiliary paths
intersects the earth. If a path does intersect the earth, its length is
redefined to be the distance from the receiver to the (nearest)
intersection point. For each of the four auxiliary paths, let

h = % fzy + (rz-rf)/zo] (2-178)

and

_ .2 2
c=rf -l (2-179)

where z, is the original length of the auxiliary path, r is the radial
distance to the receiver from the center of the earth, " is the radial
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Figure 3. Geometric transformation from line of sight (LOS) coordinates
to antenna tangent plane (east, north, vertical) coordinates.
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distance to the transmitter, and o is the radius of the earth. If b <0
or if ¢ > b?, the path does not intersect the earth, and we proceed to
calculate the temperature by integrating along the entire length of the
path. Otherwise, calculate the distance

x = b - /bl (2-180)

[f x < zy, the path intersects the earth, and we redefine the integration

path length to be x.

PATHPT (see Section 3.3) is then called to generate a set of
grid intersection points for the auxiliary path, The incremental
temperature is calculated and summed along the auxiliary path in exactly
the same manner as along the LOS except that there in no inner loop in
frequency for the path point. Frequency is the outermost loop for the
auxiliary paths rather than the innermost. The mean antenna temperature
and the standard deviation are calculated by wusing the (frequency
dependent) temperature integrated along the LOS and the four auxiliary
paths:

4 4
<T> = ¥ w.T./_S W, [°K] (2-181)
4
5w, - <22 [°K] (2-182)

where T, is the temperature calculated along the LOS for that frequency,
T, through T, are the temperatures calculated along the auxiliary paths
and wi are the weighting parameters. The gain function along the
auxiliary paths is half that along the LOS, implying that we might choose
Wn = 1 and W, = 0.5 for i=1 to 4. The contribution of each of the
auxiliary paths to the total solid angle is somewhat great~r than that of
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the LOS, however, so that the wi should be somewhat larger than 0.5 (but
smaller than 1), Here, we have conservatively set all the weighting
parameters to 1, even though this choice probably biases the estimate of
the standard deviation toward values somwhat greater than its real value.

2.5 REFRACTION.

PRPSIM calculates the refractive effects on an RF signal propa-
gating in an inhomogeneous ionized medium whose properties are known only
at specified points, The primary objective 1is to provide reasonably
accurate calculations of refraction, multipath, focusing and defocusing,
phase shifts, and group delay in the disturbed environment modelled by
SCENARIO. The refractive effects considered here are those effects caused
by large-scale ionization structure in the propagation medium - often
referred to as "gross" or "smooth qradient" refractive effects. That is,
the index of refraction is a sufficiently slowly-varying function in space
so that geometrical optics or "ray theory" is applicable; and furthermore,
the index of refraction is a reasonahly smooth and well-behaved function
in the regions through which most of the received signal energy propa-
gates. The approximation of geometrical optics imposes no significant
constraint because, when the refractive index is well-behaved, this
approximation requires that the properties of the medium change very
little over dimensions comparable to a wavelength. At frequencies in the
UHF band and higher, this requirement is easily satisfied whenever signals
can propagate at all, Section 2.2 treats the effects of random inhomo-
geneities in the index of refraction due to relatively small-scale joniza-
tion structure encountered in the striated plasma.

2.5.1 Primary Angle Bending and Multipath.
The technique used here (implemented in routine REFRAC and its
associated subroutines) to compute refractive effects on RF signal propa-

gation is one derived in Reference 10. The technique, referred to as the
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multiscreen method, is more soundly based in propagation theory than the
simpler refraction computational methods used in system analysis codes,
and it is much more efficient than ray-tracing technigues.

The multiscreen method is a stationary phase approach in which
the phase shifts caused by the propagation medium are represented by a
series of phase screens along the propagation path. Each phase screen is
constructed by means of a Taylor series expansion about the line of sight
(LOS) at each point at which environmental data are available. The
geometry of the primary propagation path is estimated by applying Fermat's
principle to a simplified eauation for the phase path Tlength through the
multiple phase screens. The simplification is such that the condition for
stationary phase requires the solution of 2n simultaneous linear equa-
tions, where n is the number of phase screens. The set of 2n equations is
a five-diagonal system that is easily solved by a modification of the
Crout reduction technique. The resulting path geometry is considered a
1st order approximation to the actual path geometry. A parameter that
describes the perturbation of the actual path geometry from the represent-
ative geometry is then introduced. A more complete equation for the phase
path length of the perturbed path through the multiple phase screen is
formulated using higher-order terms in the series expansions. The final
solution for the stationary paths involves a cubic equation in terms of
the perturbation parameter, which yields up to three possible propagation

paths,
The phase path length of a ray path is given by the following
integral
R
3= o4 " udr [rad] (2-183)
Co

where 5 is the anqular siqgnal frequency in rad sec‘l, ¢ is the speed of
tight [2.998E+10 cm sec‘l). and y has the following form:
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wos (1 - 32)1/2 (2-184)

where @y is the angular plasma frequency in rad sec~!. Fermat's principle

states that the paths along which the signal propagates are paths of
stationary phase - that is, paths for which the phase is constant for
small perturbations of the path geometry. The path geometry is the
unknown to be determined. Hence, one first assumes some kind of reason-
able geometry as a function of one or more independent parameters, and
then solves for the parameter values that satisfy the condition of sta-
tionary phase.

In setting up the path geometry, we note that the information
about the propagation medium consists of the mean electron density and its
spatial derivatives (described in detail in section 3.4) at a sequence of
points along the LOS path (described in detail in section 3.3) to the
receiver. In effect, we have information on n phase screens along the
path, as illustrated in figure 4. The points Fis Tys woes T are calcula-

tion points along the LOS to the receiver located at r The electron

density and its transverse spatial derivatives up to sﬁﬁZRreasonab]e order
are known at each point. A possible refracted path 1is then postulated.
The refracted path intersects the planes normal to the L0OS at Xis Yy i
1, 2, ..., n. The x-axis lies in the "vertical" plane and the y-axis lies
in the plane normal to the "vertical" plane (traverse plane). (Note that
the x and y axes here are the same as the U and V axes defined in section
2.2.1.)

With this geometry the phase can be evaluated from equations
(2-183) and (2-184). Under the condition that 2 >> w;, which is well
satisfied whenever absorption 1is not catastrophically large at the
frequencies of interest, and assuming small refractive bending angles, the
total phase shift along the refracted path is given by:
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j .
Coi-n )/\Y". ?N’]
/'\Y’i
- ! v.r. ) + . . . -18¢
AN \n“(x],y],r]) ne(x1+]‘y1+1‘r1+])H (7-185)
C
where T Piep T Tis and N( is the critical value of the electron den-
<itv (for which gg would be eaual to “R):
Moo= C =
( m_/ t r )‘?
n ¢
p Ll 7 -3 .
1.2606" fem™ 7] (?-196)

with the weve freaquency f given in Hertgz.

The displacements Xiv Vi are independent parameters that deter-
mine the qgeometry of the refracted path, Conseaquentlv the stationary

phase paths that actually propaaate are found hy solving the following set

nf 7n simultaneous enquations:

30

BOSERE § . i 1.7, ...,n
X,
1
Y | T TR I S (?-187)
Ty

“ocanae the propangation paths nyst connect the transmitter and receiver,

we have the following boundary conditions:
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x0=y0—0
"n+1 T "RCWR
Xo41 = Vel = 0 (2-188)

The electron density at the intersection of the refracted path
with each screen can be evaluated by means of a Taylor series expansion.
To linearize the set of 2n simultaneous equations, only terms through
second order are retained in the expansion at this stage. (A method of
incorporating the effects of higher-order terms is introduced shortly.)
Thus the system of 2n equations to be solved is:

SRS SR £ WL IO £ S G I #*ns Ny
- - 7 %t i) =0
ritricr Tiel" 4NC X X Xy
Y.-y. Yeia=Y. F..o.-r. . an_. 3’n_, 3%n .
i1 i+l T i+l -] ( ei | el . ei x.) = 0 (2-189)
riTrisr Tier i aN. 3y ayZ 1 axdy T

where the subscript i denotes values calculated at the point r, on the
LOS.

[f these 2n equations and the unknowns are arranged in the
orders X1o Vs Xos Yos wees Xps Yoo the coefficient matrix has a five-
diagonal form, This five-diagonal system can be readily solved using the
Crout reduction method (see, for example, reference 1l). The system of

equatinns can he written as:
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Xty % =0
PP S MIP AP AP =S
€3% 193y, 3X*3¥,tax; = <3
€4 11947 2t 4gY ot X 3% Y3 =Gy

85Xy *ag Yot dgXathsys*ox, " %

= C

e2n-1xn-1 ¥ 99n-1Yn-1 ¥ d2n-1xn * h2n-1yn on-1

X _+d

eZnyn-1+92n n %2nYn =c

oy (2-190)

From Equations 2-189, the elements of the augmented matrix of the system
are given by:

i (roy-rs )
1 1 1 ]. 1 1 (ri-ri_l](ri+1—ri] 4NC ax2

1 1 9 e
dy. = (r. ,-r. )| - 1, i=1,2,...,n
21 i+l i-1 (r _r]-l)(ri+1_ri) 4NC ay2
2
. - r. 3°n
hoiq = - i+l i-1 € ,» 1= 1,2,...,n
i-1 4N Ixdy
C
h21 = O y 1V 7 1a2’ $n
. . 1 .
Foic1 = foy = - 7 R
i+] i
f2n-1 = f2n =0
2 =R, N
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21-1 21 21-3
q?i-l 0 s 1 = 1,?, Wn
qu = Q2i_1 R 1.2.....”
r. -r. an _ .
¢, . = -1 el 1= 1.2,...,n
2i-1 4N ax
C
r. - r. an .
Cpi i+l i-1 Tei Ci=1.2.....n
21 ANC ay

Tt can be readily verified that the Crout reduction preserves
the five-diagonal property, and that the elements of the auxiliary matrix

are aqiven by the simplified forms:

h c
. | |
dl = d1 . h1 = ET s 4 ET
1 1
C - qlcl
1 _ 1 —_ 1 ] - 2 21
R T 2 TR ey
2
eL © L k=34,...,7n
QL = Qk - eéhi_? N k = 3,4, ,?n
dl'( = dk - e'f"(_? - qkhi(_1 .k =34, ,7n
Fr
fe = — L k= 1.2....,7n=2
dk
h _ qlfl
hy = K Kkl , k= 2.3,....2n-1
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The solutions for X;, vy are then determined in reverse order using the

following equations:

Yo = Son

*n © C2ln-1 h2In—1yn

e Cé1 - h‘1x]+1 - f‘21y1+1 , 1 =n-1,n-2,....1

X5 = Coiop ~ iy - Foil1%ie , 1 =n-1,n-2,...,1
(2-191)

Within the 1limits of the small-angle approximations and the
neglect of higher-order derivatives in the Taylor series expansions, these
solutions for X, and v provide an essentially exact solution for the

propagation path when an adeauate number of calculation points are used.

The simplest method of incorporating the effects of higher-order
spatial derivatives in the Taylor series expansions is to assume that the
solution just obtained is typical of the propagation path geometry, and
that the actual path (or paths) can be represented by a perturbation of
this geometry. In this case we consider the actual propagation path to
intersect each phase screen at the point (ij, Qyi), where X5 and Yj are
the values ijust obtained from Eauations 2-191, and &§ is a parameter whose
value is to be determined. Since only a single unknown parameter 1is now
involved, terms in the Taylor series expansions through fourth order can
be retained, which yields a single cubic equation in & to solve for the

stationary phase paths:
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Sg + §16 + 52‘52 + 5353 =0 (2-192)

where
n an an .
1 ei ei
Sq = ~ r. =r. ( X: + . 2-193
0 4NC 121 ( ]+1 ]_1) X i ay .Y-') ( )
2 2
n (X1.+1’X ) (y1+1 y1)
s1= 1 | . ]
i=0 Tie1 ~ "4
1 4 32ne1 2 82nei 32ne1 2
- — rs =T + 2 X +
W izl ( i+l 1—1)( ax2 | axay iy ay2 y1)
(2-194)
3 3
n 9 a’n
+ -
s, = - Z%’ R 1 21 1)( ei x? + 3 2e1 x?yi
¢ i=1 3x Ix“3y
33nei 2 aanei 3
+ 3 — X; Y] + ; yi) (2-195)
Axy‘y 3y
4 Y
Sy = - 1 g i) (3 e xi + 4 ? e 3y,
aNL =1 6 ax* ax3ay
aL’nei 2.2 " ei 3 al*nei 4
6 —— xiy; + 4 XYt — yi) (2-196)
ax“ay 3x3y ay

At this point we note that if all the third and fourth spatial
derivatives of the electron concentration were zero, then s, and s; would
vanish and § would be equal to -s4/s,. However, under this condition we
xnow that § must equal unity, since the unknown X and Vi give the sta-
tionary phase path when the third and fourth derivatives are neglected.
Therefore, we have the additional information that sg = -s1, which can be

used tn simplify the computation or to check the multiscreen solution,
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The cubic equation (Equation 2-192) can be solved by standard
technigues. The values of the perturbation parameter § thus obtained are
used tc modify the original multiscreen solutions to obtain improved
solutions for the propagation paths, The procedure can yield any number
of propagation paths from zero to three, depending upon the electron
density gradients. Thus, refractive multipath conditions are directly
treated by this procedure.

If one is to consider the transmitter as a radar and the re-
ceiver as a target, when more than one propagation path exists between the

radar and target, say m paths, then m?

returns are present at the radar
receiver resulting from each combination of outgoing and incoming paths,
interference between the multiple returns gives rise to amplitude fading

and jitter in the radar measurements,

Using the values of 6§ in conjunction with the unperturbed screen
solutions, the refractive bending angles at each end of the oropagation
path are given by (see fiqure 4):

/x + y2
tang = § L "1 (2-197)
r r
0 1
/x2 + y?
taner =5 N "N (2-198)
RCVR "RCVR™"n

The orientation nof these refractive angles, relative to the vertical
directinn (x-axis), measured clockwise as seen from the transmitter end of

the path, are qgiven hy:
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Y, = tan-! [Zl) (2-199)
0 X1
y
Y = tan-! (2D (2-200)
"RCVR X
2.5.2 Focusing and Defocusing.

Focusing and defocusing can also occur in a refractive environ-
ment . In such cases the ionosphere acts somewhat as a lens, causing
either enhanced or reduced signal strength at the receiver depending on
the characteristics of the spatial variation of the refractive index,
Focusing and defocusing are usually significant only when a propagation
mode is just on the verge of disappearing or reappearing.

Assume that the first path solution to the receiver (located at
"ol = "RCVR® *n+l © 0, Yot = 0) has been obtained, and the coefficients
of the cubic perturbation equation have been computed. To estimate the
focusing/defocusing properties of the medium in the refractive gradient
direction, another propagation path solution is obtained for a point
displaced slightly in the receiver plane in the direction in which the

path intersection with the last screen is displaced.

Thus, for the gradient, direction, we take the displaced point
to be located in the receiver plane at

ex,

Xns] = ;-;____; (2-201)
X " Yn

y = I (2-202)
n+l _—
Vx2 + yz
n n
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where € is a constant displacement from the receiver, and Xps ¥, are the
coordinates of the point at which the previously computed path to the
receiver intersected the last screen. Note that these values of Xn+1?
Yn+1 4re constants, not variables, in the equations to be solved for the

propagation paths to this displaced point.

Similarly, in the direction normal to the gradient direction, we
take the displaced point in the receiver plane at

X = _e_y'l_ (2-203)
n+1 /;3_:_;5
n n

y = “%n (2-204)
n+1l /;3~:i;§
n n

In either case, the resulting system of simultaneous linear
equations that must be solved to obtain the propagation path to the
disp.aced point is identical to Equation 2-189, with the exception that
Xn+1> Ynep 2rE MO longer zero. In fact, the only changes in the elements
of the augmented matrix of the system are that the final two members of
the column vector ¢ each contain one additional term:

r -r an X
CZn—l . n+l n-1 en . n+l (2-205)
4NC X rn+1 - rn
r - r.o_q N Yy
Cop n+14 n-1 aen N n+l (2-206)
Nc y "nel ~ "n

With the Crout reduction method of solution, it is seen that the above

affects only the last two values of ¢' in the auxiliary matrix:
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1 *n+1
cén_l(new) = Cén-l(O]d) + ( ) (2-207)

don-1 "+l 7n

Y gl X

2n ) (2-208)

(new) = cén
don “n+1 ~ "n déndén-l "n+l ~ "n

These two changes propagate back and modify all of the Xis Yio i=1,2,

..sn. The focusing/defocusing properties in each of the two directions
are then computed by determining the angular separations between the
receiver path ard the displaced paths compared to those which would result

in free-space.

Once the screen equations are solved for the displaced path, the
one-dimensional one-way defocusing ratio in the refractive gqradient
direction is computed as:

1 5 (2-209)

r‘ 1
RCVR Y(x,=x)? + (y,-y1)?

where primes denote values obtained for the displaced focusing path. For
the direction orthogonal to the gradient direction a similar solution is
obtained. (Note that a defocusing ratio greater than one implies a loss
of signal energy and the complement of this condition implies a focusing
or increase in signal power measured at the receiver.)

2.5.3 Refractive Effects on Phase and Time Delay.
Refractive bending of the propagation path causes the phase and
group path lengths to be changed from the values they would have if the

wave propagated along the LOS to the receiver. These changes can be
readily calculated using the multiscreen method.
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When the multiscreen solution for the primary propagation path
has been obtained and the coefficients of the cubic perturbation equation
have been calculated, the phase shift along each of the possible
propagation paths 1s determined as follows. Integration of Equation 2-192
with respect to & yields the phase path length for each of the paths.
This in conjunction with Equation 2-183 gives the phase shift along the
refracted paths:

1

-‘3:2(305"'_51624-1 1
o 2

3 5,683 +.Z $36%) + 0, [rad] (2-210)

where A, is the phase shift evaluated along the LOS to the receiver,
including the effects of electron content along the LOS. When absorption
is not catastrophically large, the real part of the index of refraction
(Equation 2-184) can be used to write a simple expression for 84:

~ -5 R+ rek [rad] (2-211)

where 1 is the RF wavelength, R is the distance along the LOS from
transmitter to receiver, and o is the <classical electron radius
(2.8184E-13 cm).

A similar situation exists for the time delay. The equation for
the group path length is the same as that for the phase path length except
that the term involving the electron content is reversed in sign. This

leads to the following equation for time delay along the refracted paths:

r ‘1/ 0 1 52 1 3
L = - S + g __‘52

- ) -
g ; 3 3 s3% 1+ tdo [sec] (2-212)
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where t is the time delay along the LOS (including electron content
thereon), and g; is given by a summation identical to that of s, (Equation
2-194) except that the second term (involving the electron content) is
reversed in sign. Similarly to 94 tdO may be written in the following

simplified form:

R w2
t, =L - _By-1/2 gr

do - 2

u
R " 22

= D4 [sec] (2-213)
C Z2ne
2.5.4 Model Implementation Comments.

Implementation of the refraction models in PRPSIM follows the
descriptions found in sections 2.5.1, 2.5.2, and 2.5.3. There are, how-
ever, a few details and assumptions worth mentioning.

Typical applications of the multiscreen modeling require
environment data at a set of points along the LOS only within a spatial
region where the refractive properties are not negligible. The physical
path end points may be far removed from the intervening refractive
region. The multiscreen method, by virtue of the buundary condition that
the propagation paths must connect the physical path end points, in effect
averages the properties of the first and last phase screens over the path
segments connecting the associated end points. Depending on the distances
involved and the refractive properties of the first and last screens, it
is sometimes appropriate to insert an additional "null screen" (i.e., one
which has zero spatial derivatives) between one or both of the physical
end points and the associated closest calculation point. This procedure

(implemented in subroutine SCREEN) assures that regions of negligible
refraction are treated as such. Subroutine REFRAC calls subrnutine SCREEN
nnce for each propagation path to initialize the phase screens,
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The multiscreen method implemented in PRPSIM requires the vaiues
of the spatial derivatives of Ne (mean electron density) in the two
orthogonal directions (vertical and traverse planes), up to fourth order,
at each screen. DATAPT (see section 3.4), calculates the 3 components of
the electron density gradient and the 6 components of the second spatial
derivative of the electron density at each screen using first and second
order differencing respectively. However, this technique is inappropriate
for the higher order (third and fourth) spatial derivatives needed by the
multiscreen method. The following two techniques, dependent upon the
magnitudes and signs of the mean Ne and the first and second spatial
derivatives, are used to estimate the third and fourth spatial deriva-

tives. For notational convenience we define the following values:

fo= Ng (2-214)
aN

£Fo=_°8 2-215

1 ax ( )
2

N

f, = (2-216)

ax?

If f? S_fi/fo then a Gaussian profile aproximation is used for the higher

order derivatives:

3 3
33N £
e.3hf _, 2 (2-217)
ax3 fo f2
0
3"N £ £
&3 2,0 (2-218)
ax* fo fo

The above inequality provides that the variance of the Gaussian profile
will be sensible. [f this 1inequality fails, the power-law profile

approximation is used:
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3
3N

ax 3

4
BNe

Bxu

"

2_E_f1f2

1 fo
£2f £3 £2
N
fO f.l 0

(2-219)

(2-220)

The use of this profile is necessary when the known second derivative, f,,

is SO

exponential profiles is a reasonable form to assume.

large

in the positive direction that neither the Gaussian nor the

The higher order mixed partials are calculated using the usual

product function approximations:

2-204)

3N, 37N, AN,
—— = (5—] ) (=)
3°x 3y 3%x 3y Ng
3 2
3N aN 3”N

S S B A Y A
ax3ly  OX 22y N
Ly 3
3" N AN aN

e ( e}( e) 1—)
a’xay  aix Y Ny
b 2 2
N 2 Ne} (a Ne) 1,
32xa%y % 8%y N,
L 3
Mg Ny Ny

— = —) (=) =)
X3y X 37y Ne

(2-221)

(2-222)

(2-223)

(2-224)

(2-225)

The focising/defocusing parimeter e (see Equations 2-201 through
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e = .001 r (2-226)

RCVR

In some cases near the "“caustic" region (where there is no RF propagation
due to the extreme innizatinn), the path to the receiver may propagate but
the one displaced in the refractive gradient direction will not (because
it is beyond the caustic). In such cases we rather arbitrarily set the
one-dimensinnal one-way defocusing ratio in this direction equal to a
small value (0.1) corresponding to appreciable focusing which is typical
of this type of situation. Conversely, it is possible in some cases to
obtain only one real root for the cubic perturbation equation (Equation
2-197) nn the path to the receiver, but three real roots on one of the
displaced paths. In these cases two of the three roots do not correspond
tn physically reasnnable paths, and hence there is no problem as long as
one s careful to associate real main paths with real displaced paths when

computing the foncusing effects,
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SECTION 3
INTERFACE WITH THE PROPAGATION ENVIRONMENT

3.1 INTRODUCTION.

The SCENARIO code was developed to provide reliable estimates of
the phenomenology of high altitude nuclear bursts. Preexisting research
phenomenoloay codes were capable of providing the necessary data for
individual situations, but they are much too expensive and difficult to
run to be of practical use in analyzing a wide variety of nuclear scen-
arios. SCENARIO is thus a compromise in that it calculates only those
environmental parameters which have the most significant impact on the
propagation of satellite signals. Although the SCENARIO geometry cannot
provide as high a degree of resoluiion at early times as the research
codes provide, it is adequate to model a very broad range of realistic
nuclear scenarios. The fundamental objective of the SCENARIO code is to
predict the evolution of the power spectral density function of the
electron density fluctuations over a CONUS sized region on a time scale of
hours during and following a series of high altitude nuclear events. The
purpose of this section is to provide the user with a very basic descrip-
tion of the data contained in the files generated by the SCENARIO code and
how the PRPSIM code in:erfaces with them. For a more complete description
of the SCENARID code, the user should refer to the reports MRC-R-4O412,
MRC-R-539'71, ar  MRC-R-994!". For a description of the format of SCENARIO
data files, reter to MRC-N-718R'".
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3.2 RETRIEVAL AND STORAGE OF SCENARIO DATA.

The storage and retrieval of MHD environmental data read from
SCENARIO data files requires more CPU time than all other PRPSIM opera-
tions. For that reason, simulation time is designated to be the outermost
loop in the hierarchy of PRPSIM's structure. With such a structure, data
for a single grid dump time need be stored only once per simulation,
reqgardless of the number of links, frequencies, etc. requested for that
simulation time. Environmental data are read from SCENARIO files and
stored in memory by the PROPEN routine. They may then be retrieved from
memory by the DATAPT routine. PROPEN is called once by PRPSIM for each
simulation time specified - provided that the simulation time does not
correspond to the grid dump time of a file already in memory, or that it
is not bracketed by the grid dump times of two files already in memory.

In order for PROPEN to operate, it must share the following data
with PRPSIM in common storage: (1) the number of SCENARIO data files
available to the simulation, (2) the array containing the names of those
“iles (here referred to as the "file name array"), (3) the array of the
initial grid times in those files (here referred to as the "initial time
array"), (4) the total number grid times in the designated files (a physi-
cal file may contain more than one grid dump}), (5) the array of all grid
times in the designated files (here referred to as the "grid time array"),
(6) the current simulation time, and (7) the grid dump time(s) of the data
currently in extended memory. (Note that the number of times in the
initial time array equals the number of names in the file name array.)

[t is assumed that the data file names are ordered in increasing
initial grid time and that the data within individual files (should the
file contain more than one grid time) are ordered in increasing gqrid

time. Also, the initial grid time of a file must be larger that the last
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qrid time of the orevious file. [t is the responsibility of the INDATA
module to insure that these reauirements are satisfied. Upon being
called, PROPEN first checks to determine whether the current simulation
time is within the range of grid dump times in the designated files., If
it is not, an error message is printed and the job is aborted immediately.

A11 file manipulation and bookkeeping are accomplished by two
pointers. Upon being called, PROPEN sets the "file pointer" to the largest
time in the initial time array which does not exceed the current simula-
tion time., 1f the file poin.er changes from its previous value, the
currently open data file 1s closed. Similarly, the "grid pointer" is set
to the largest time in the grid time array which does not exceed the
current simulation time. A file inguiry is conducted to determine if the
file in the file name array indicated by the file pointer can be located
on disk. If not, an error message is printed and the job 1is aborted.
Note that PROPEN always returns to this point in the code whenever the
file pointer is incremented. 1If the file indicated by the file pointer is
not open, it is opened and rewound, Before proceeding further with this
description of the PROPEN routine, the user should refer to MRC-N-718R >
to familiarize himself with the format of the SCENARIO data files.

A SCENARTN logical file consists of the following records: (1)
the header record, (?2) the burst history record, (3) the arid geometry
record, (4) the ambient atmosphere ionosphere record, (5) the active/
iractive tube map record, (6) the first plasma tube record, (7) the second
plasma tube record, and so on. Two optional reco:-ds may follow the data
records. Neither of these optional records is used by PRPSIM, and they

will not he discussed further here.
PROPEN first attempts to read a header record from the designa-

ted SCENARIO file, Should this be an end-of-file (ENF) marker, PROPEN

then attempts to read the next recnrd. If more than two ENFs are read in
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succession, PROPEN assumes that it has reached the end of the physical
file., It then closes that file, increments the file pointer by one, and
returns to the point indicated above to inquire about the existence of the
next file in the file name array. If the record is not an EOF, PROPEN
assumes that the record is the header record of the next logical file and
proceeds to read that record and to store the information contained on
it. The header record contains all the information that PROPEN needs in
order to be able to interpret the information contained in all the remain-
ing records in the logical file. The first information from the header
record to be used by PROPEN is the grid dump time which determines whether
the data from this qrid dump (logical file) will be stored. To determine
whether the data in the current logical file should be stored, PROPEN
compares the current simulation time to the current grid dump time and the
time in the qrid time array to which the grid pointer points, [f the
simulation time equals the grid dump time, or if it is fess than either
the indexed array time or the following array time, the data will be read
and stored by PROPEN; otherwise, PROPEN merely reads over all the records
in the current grid dump with dummy read statements and then returns to
the point in the code at which to read the header record of the next file
(or the EOF sl at the end of the file.) Conversely, if the data were
stored, and if the qrid dump time equals or exceeds the simulation time
(so that no additional data are required for time interpolation), PROPEN
returns control to PRPSIM after reading the last record in the file., Note
that the current input data file 1s always left open when PROPEN returns
control to PRPSIM,

The contents of the second record, the event history record, are

read and printed hy PROPEN if the diagnostic level is set tao 1 or higher,

Utherwise  they are not used hy PRPSIM,
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The third record is the grid geometry record that contains all
the information needed by the path intersection routine (PATHPT) to deter-
mine the intersection of the propagation path with the grid. Because the
size and location may or may not change from one grid dump to another,
PROPEN maintains a logical array (GRDFLG) that is shared with PATHPT to
inform it of any changes in the grid geometry. GRDFLG(1l) is set true if
the grid geometry data in register one are replaced by new data, and
GRDFLG{2) is set true if those in register two are replaced. They are
reset to false by PATHPT when it processes the new geometry data.
GRDFLG(3) is set false by PROPEN if the geometries of the grids for the

data in both registers are identical; otherwise it is set true.

The fourth record is the ambient atmosphere ionosphere record
which contains a simple (radial) ambient atmosphere/ionosphere model which
the data retrieval module (DATAPT) can use to generate data for points
found in inactive tubes. Because the ambient model may also change with

time, PROPEN maintains two registers in which these data are stored.

The fifth rccord is the active/inactive plasma tube map record.
This record consists of a sequential list of indices for every data tube
in the grid. I[f the tube is active, its index s its position in the

sequence of data tube records; if it is inactive, its index is zero.

The remaining records are the (active) plasma data tube
recnrds., Currently, files are written with one tube per data record.
PROPEN can  read multiple tube records, however, provided that the

necessary infarmation is included on the header record,

Nornally, PROPEN maintains twn reqgisters in which to stare the
SCENARTO Adata sn that data can be interpnlated hetween simulation times
which do  rot coincide with a qrid dump time. Should the storage

requirements of two reqisters exceed the storaqge capacity available to you
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on your machine, the second register may be dispensed with -- provided
that no time interpolation is required. This is accomplished readily by
setting the value of the parameter ISTACK to 1, rather than the usual
value of 2. When both registers are used, storage of the SCENARIO data
alternates between them. The value of of the register pointer IREG (1 or
2) indicates which register was last filled. Each register has its own
time register which is eguated to the current grid dump time when data are

stored in the register.

On virtual storaae machines such as the VAX/VMS system, data
from the active plasma tubes are stored in a large array which is accessed
only by the storage routine PROPEN and the retrieval routine DATAPT. On
other machines such as the C(DC/Cyber series, the data are stored in
extended core memory. All other data read by PROPEN are stored in arrays.

Table 4. SCENARIO cell quantities stored in mass storage by PROPEN

module.
PARAMETERS UNITS
|(1) mean electron density in the cell | [cm'3]|
|(?) standard deviation of electron density in the celll [cm'3],
|(3) partial time derivative of mean electron density '[cm‘3 sec‘1]|
'(4) mean electron temperature within the cel) { [°K],
|(5) v component of the mean jon velocity | [cm/sec]|
‘(6) 2 component of the mean ion velocity , [cm/sec]'
|(7) 4 component of the mean ion velocity | [cm/sec]l
[(8) mean neutral mass density l [gm/cm]l
'(0) transverse outer striation scale size | [cm]l
L i} [ |
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3.3 PROPAGATION PATH INTERSECTION WITH THE SCENARIO GRID.

PATHPT is the PRPSIM routine which generates the set of analysis
points along the line of sight (LOS) connecting each pair of linked ob-
jects. PATHPT is called once by RFPROP for each link at each simulation
time. The geographic coordinates of the transmitter (origin) and receiver
(end) are passed to PATHPT by RFPROP as arguments. PATHPT then proceeds
to calculate the number of cells in the MHD environmental grid which are
intersected by the LOS, the lengths of the path segments that are defined
by the intersections of the LOS and the cell boundaries, and the distance
from the LOS origin to the midpoint of each of the segments. The
midpoints of the segments define the set of analysis points at which
RFPROP calculates the integrands needed to compute the various signal

parameters.

A logical array (GRDFLG) is shared between PATHPT and the envi-
ronmental data storage routine PROPEN (described in section 3.2) in order
to avoid unnecessary work by PATHPT when the grid geometry does not change
between successive grid dumps. In general, PROPEN maintains two registers
in which grid dumps at two different times are stored. The first element
of the 1lngical array is set true by PRIPEN if (and only if) the gqrid
geometry of the new dump to be stored in regicter one differs from that
nf the old dump (which is to be replaced) in register one. The secend
element 15 4analoqous and refers to the data stored in the second reqgis-
ter, [f either of these two logical flags is true, PATHPT calculates the
conrdinates of the qrid boundaries from the cell widths and the cell
center coordinates provided by PROPEN and sets the flag false. Otherwise,
it calls the subroutine X1TOX2 which is responsible for the calculation of
tne set of tae path seqgment lengths and the distance to the midpoint of
tne first seqment., The third element of the loagical arrgy is set true by
PegRen if tne grid geometries of the dumps in the two registers differ
from nne another, [f this flag is set, and if time interpolation is

required, (17)x72 is called twice, otherwise it is called only once. (The
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manner in which the two sets are merged to form a single set of inter-
sections will be described after we describe the operation of the sub-
routine X1TOX2.)

The first task of X1TOX2 is to determine the maximum and minimum
coordinates of the LOS along each of the three grid directions, a, B8, and
6. If these lie outside the range of the grid boundaries along any of the
three grid directions, a null LOS-grid intersection is obvious, and X1TOX2
returns control to PATHPT with the number of intersections set to zero.
If the respective maxima and minima lie within the 1limits of the grid
along each of the three grid directions, X1TOX2 proceeds to calculate the
distance to the intersection of the LOS with each of the boundary surfaces
of the grid. Note that when we calculate the distances, we may deal with
the intersections with each of the three sets of surfaces (i.e., those
surfaces with constant a, 8, and 4, respectively) independently of the
other two. After computing all the intersections, it is only necessary to
combine the three sets of distances so that they are arranged in order of
increasing distance from the transmitter,

The set of surfaces of constant 4 are easiest to visualize:
tney are <imply a set of planes with a common line of intersection which
coincides with the dipole axis. The 8 surfaces are curves with an axis of
rotational symmetry which coincides with the dipole axis, and the a sur-
faces are curves th a plane of symmetry which coincides with the dipole
equator (see figures 5 and 6). Let wus define a Cartesian set of
coordinates with the z-axis aligned along the dipole axis {(pointing toward
the north), and the v-axis defined by the cross product of the rotation
axis and the dipole axis. The components of any point along the LOS may

be cnmputed as
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Figure 5. Cross-sectional view of a phi-plane in the dipole field aligned

coordinate system of a uniform SCENARIO grid. Grid cel)
boundaries are formed by surfces of constant beta (solid lines)

and constant alpha (dashed lines).
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coordinate system of a “staggered* SCENARIO grid. Grid cell
boundaries are formed by surfaces of constant beta (solid lines)
and constant alpha (dashed line segments).

84




X = X+ at (3-1)
y = Yo * bt (3-2)
z = zy +ct (3-3)

where t 1> the distance from the origin to the point along the LOS; xy,
Yo, and 2z, are the coordinates of the origin; and a, b, and c are the
direction cosines of the LOS along those axes, respectively,

a = (xe-xo)/tLOS (3-4)
b = {ye-yy)/t g5 (3-5)
c = (ze-zo)/tLOS (3-6)

where Xas Yo and z, are the coordinates of the end point of the L0OS, and

tlos = [(xg=xg)? +(¥gmyy)® + (2g-2)*]"/? (3-7)

is the length of the LOS.

To compute the distances to the intersections with the set of ¢
planes with longitude b;, we use the relation

Y
j
b, = tan'l .
1 X .
1

) (3-8)

where 1 ranges between 1 and the number of ¢ planes defined in the grid.
Then, from Equations 3-1, 3-2 and 3-8 we find the aistances to the
intersections

¥,C0s4; - xnsin/oi

t = — (3-9)
asing. - bcos¢i
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Note that if the LOS (when extended to infinity in both directions) inter-
sects the dipole axis, there are no intersections of the LOS and the ¢

planes.,

Equation 3-9 yields the intersection of the LOS with every ¢
plane in the grid. A real grid is bounded in « and 8 (as well as 4) so
that we must test each of the points to determine whether it lies within

these limits. Calculate the alpha coordinate of the ith point using

2
Z.R.,
cosay = — ;e 73 (3-10)
(X]: + Y; + Z]')
and the beta coordinate using
e,
sin‘a, = > - 75 (3-11)
(X]- + Y + Z]') /

where Re is the radius of the earth, and Xis Yo and z, are obtained by
inserting ti from Equation 3-9 into Equations 3-1, 3-2, and 3-3. If
either of these values falls outside the boundaries of the grid, the ith

intersection is excluded from the set of grid intersections.

Equations 3-10 and 3-11 may be used to calculate the inter-
sections of the L0OS with the a and R surfaces, respectively. The
distances, ti, to the intersections with the 8 surfaces are given by all

the real roots of the sixth order polynomial

r . K ( ? 213 _ p2r 2 212 .54
(xq»atj) + \yq+btj) + (zn+ctj) RS (xo+atj) + (yg+btj) /sin Bj
(3-12)
such that 0 < Lj A tLOS where tLOS is the length of the LOS, and j ranges

over the number of ¢ surfaces in the grid. Similarly, the distances to
the Intersections with the a surfaces are given by the real roots of the

sixth nrder polynomial
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?

"(x tat )+ (y#pt, )7+ (2 +ct, )21 = RI(z +ct, ) P/cos?e,  (3-13)

such that 0 < tk < tLOS

over the number of a surfaces in the grid. The SCENARIO grid is compli-

where tLOS is the length of the LOS, and k ranges

cated by the fact that the a coordinates are "staggered" along different B8
coordinates., Specifically, for smaller values of R, the a coordinates
decrease toward smaller v>lues, but the number of o coordinates is the

same for each of the 5.

The number of real roots of Equation 3-12 on the interval
[O,tLOS ]} is determined by applying Sturm's theorm. The first of these
roots is then calculated precisely by applying Laguerre's method 7or root
extraction with a "rough" initial estimate on the interval [O,tLOS]. (For
those rare instances in which Laguerre's method diverges, Sturm's method
can be used to obtain a better initial estimate of the root, so that
Laguerre's method can be applied again to converge to the root.) If more
than one root (intersection) exists, the polynomial is "deflated" by
dividing out the previously calculated root, and the root of the deflated
polynomial is calculated as before. This process is continued until all
the (up to four) real roots on the interval [O,tLOS] are calculated. Each

of these distances must be checked by calculating (x., Yo z.) for each tj

J J
(using ELquations 3-1, 3-2, and 3-3) and inserting these values into Equa-
tions 3-8 and 3-10 to insure that the corresponding ~« and & coordinates

lie within the boundaries of the grid.

The roots of Equation 3-13 are calculated in analogous menner. Because
the grid is staggered, however, it is convenient to analyze individually,
each segment of the LOS between the intersections with aujacent ? sur-
faces. [f one (or both) end(s) of the 1L0S lie{s) within the grid bound-
aries, it is necessary to add one (or two) segments between the beginning

and/or end of the LOS and the first and/or last intersected ? surface.

87




The distances to the intersections between each of these segments and the
v surfaces in the "tube" in which the segment lies are calculated by find-
ing the real roots of Equation 3-13 on the interval [O,tj] where tj is the
length of the jth segment. (The Xg» Ypo and 2 of Equation 3-13 must be
replaced by the Cartesian coordinates of the beginning of the line seg-
ment.) The roots of this sixth order polynomial are computed in the same

manner as those of Equation 3-12.

When the three sets of distances to the intersections of the LQOS
with each of the three sets of surfaces have been computed, X1T0X2 com-
bines all three sets and reorders them according to increasing distance
from the origin. The parameters that are passed back to PATHPT are the
differences between distances to adjacent intersections (i.e., the set of
path segment lengths, half the sum of the distances to the first two
intersections (i.e., the distance to the center of the first segment), and
the number of intersections minus one {i.e., the number of segments).

Because the grid is bounded by curved surfaces in a and 8, it is
possible tnat the LOS may exit the grid across a concave surface and then
reenter. In such cases, X1TOX2 generates a path segment length for the
extra-grid portion of the LOS as though it were enclosed by an ordinary
grid cell. The data retrieval routine DATAPT recognizes this situation and
returns null data (zeros) for such a segment. Path segments outside the
grid but not bracketed by segments inside the grid are not generated by
X17T0X2.

When time interpolation between two grids with different geom-
etries is required, X1TOX2 must be called by PATHPT twice to generate two
different sets of segments along the path. These must be merged into a
single set of segments and distances to be used by RFPROP. The simplest
means of doing this 1is just to combine both sets of intersections, and
then determine the set of segment lengths between these intersections. If
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the number of segments through the two grids is N1 and N2, then the number
of combined segments is just N1+N2+1. Some of these may not be signifi-
cant segments, however. Consider the case where the grids at the two
times are identical but the second is shifted a minute linear distance
relative to the first. (By minute, we mean that the distance of the shift
is small when compared to any of the segment lengths along the LOS through
either of the grids.) As one can easily visualize, the effect of combin-
ing the segments at the two times in the manner described above would be
to insert minute segments of length egual to the shift between the origi-
nal seqments. In such a case, RFPROP would have to perform calculations
at twice the number of points it actually needs. Our method of eliminat-
ing what we consider to be insignificant segments from the combined set is
tn merge a segment with its shortest neighbor if its length is less than
one fourth the length of its shortest adjacent neighbor. Also all seg-
ments shorter than 5 m are merged with their shortest neighbor,

Finally, before returning control to RFPROP, PATHPT calculates
the array of distances from the origin to the midpoint of each of the path
segments. These constitute the set of points along which the propagation
integrals will be calculated.

3.4 CALCULATION OF PRIMITIVE DATA FOR PROPAGATION INTEGRALS.

A set of nine SCENARIO data exists for every active cell within
the plasma grid. Specifically, each of these data represents the mean
value (and, in the case of the electron density, the standard deviation
about the mean) of a particular variable within the cell., For a particu-
1ar PRPSIM simulation of the progagation of a signal between a transmitter
and receiver, a number of points along the propagation path is generated
hy the routine PATHPT. In theory, this set of points 1s the optimum set
for the particular plasma grid because of the one-to-one correspondence
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between the number of points and the number of grid cells which the propa-
gation path intersects. (When time interpolation between two incongruent
grids is required, the optimum set of points is harder to define, but that
problem is beyond the scope of this section.) The basic task of the data
retrieval routine (DATAPT) 1is to provide the integration module RFPROP
with a set of data for each of these points along the path. The simptlest
means of doing this is to equate the data at each analysis point to the
mean values for the cell in which it is located. DATAPT utilizes a method
which somewhat more accurately represents the spatial variations of the
variables in the grid by means of a three dimensional interpolation of the
data from the coordinates of the nearest grid cell centers to the coordi-
nates of the analysis point.

DATAPT operates in either of three computational modes. For the
basic mode in which the spatial derivatives of the electron density are
computed, data for four cells in each of twelve tubes surrounding the
point are fetched. The data at the eight cell centers adjacent to the
point are used for spatial interpolation, and the electron densities from
the 24 "next nearest" neighbors are used to calculate the density gradient
and second derivatives. For the second mode in which the derivatives are
not computed, data from the eight nearest cell centers only are fetched
and interpolated. The third mode is used for antenna temperature calcula-
tions and is similar to the second mode, but only a truncated data set is
returned to RFPROP. In order to minimize the number of data fetches,
DATAPT maintains an index of the subtubes for which data are currently
available in the local buffer. (Here, a "subtube" refers to 4 [mode 1] or
? [mades 2 and 3] adjacent cells in a tube.) For subsequent points along
the path, the set of subtubes for which data are needed is compared to
those already in the local buffer. The number of subtubes which must be
fetched equals the number of subtubes in the buffer which are no longer
needed, so that the former may be written over the latter, and the index
updated. Figure 7 shows a schematic representation of the portion of the
SCENARIO grid, relevant to a DATAPT operation at one point.

90




423 433

422

R ATTY 334

J43

312

243

Figure 7. Cartesian representation of the portion of the SCENARIO grid
used for a DATAPT calculation at a single point., The data from
the 8 nearest cell centers (solid circles) are used to inter-
polate data to the coordinates of the point. The remaining 24
*next-nearest™ neighbors (open circles) are used to approximate
the mean electron density gradient and the spatial second
derivatives, (Note that the grid shown is not "staggered.”)
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The data storage routine PROPEN insures that the current simula-
tion time equals tne grid time of one of the grid data dumps currently in
extended memory or that the grid times of the stored data bracket the
simulation time. [n the latter case, DATAPT must perform its calculations
at each point twice using the data at both grid dump times. A single data
set is then calculated from the two sets by interpolation in time.
(Dbviously, two local buffers are required to accomodate the data from all

subtubes at both grid dump times.)
In addition to interpolation of SCENARIO data, DATAPT calculates
several of its own parameters. These parameters calculated by DATAPT and

interpolated from SCENARIO data are summarized in Table 5.

Table 5. Summary of parameters calculated or interpolated by DATAPT

submodule.

I = interpolated from SCENARIO data

C = calculated by DATAPT

C/1 =, calculated using the interpolated SCENARIO data

Mode = 1/2 =» ordinary calculation with/without local

electron density derivatives
Mode = 3 =, antenna temperature calculation
PARAMETER UNITS MODE
mean local electron density [cm=3] I 1 2 3
electron temperature [°K] I 1 2 3
electron density standard deviation [cm=3] I 1 2 3
rms electron density [em=3] c/1T 1 2 3
electron-neutral collision frequencies [sec-1] c/T 1 2 3
electron-ion collision freguency [sec-1] c/t 1 2 3
3 components of the ion velocity [cm sec1) I 1 2
partial time derivative of electron density ([cm=3sec-!]| I 1 2
? transverse onuter striation scale sizes [cm] I 1 2
orientation of outer transverse scale sizes |[[rad] c 1 2
parallel outer striation scale size [cm] c 1 2
isotropic inner striation scale size [cm] c 1 2
3 components of the magnetic field [Gauss] c 1 ?2
3 components of electron density gradient [cm=*%] c/1 1
6 components of second derivative of density {[cm=°] C/T 1
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fhe arqument list for JATAPT consists of {1) the altitude of the
point, (2) its colatitude, (3) its longitude, (4) the number of propaga-
tion frequencies, (5) the array of propagation frequencies, (6) the
sequential number of the point onr the path (used for diagnostic printout
only), and (7) a logical array which specifies the operational mode for
the path.

The qgeomagnetic coordinates (geomagnetic colatitude and longi-
tude, respectively) of the point are calculated from its geographic

coordinates using

8, = arccos [coseocosoo + sineDsineocos(¢D-¢0;] (3-14)
-sing_ sin{dépn-¢.)

$ = arctan | . 0 b0 . (3-15)

m cosBysing, cos(¢D-¢0) - swnBDcoseO

where 93 is the geographic cnlatitude of the dipole axis, is the geo-
i

¢
D
graphic longitude of the dipole axis, s, is the qeographic colatitude of
the point, and 4%, is the geographic longitude of the point. The dipolar

(x, 3, %) coordinates are then calculated from the geomagnetic coordinates

using
Re 2
cosa = ) cose (3-16)
R, 1/2
: e .
sing = (§_) sing (3-17)
A (3-18)

where R i the radius of the earth [cm], and R is the radial distance

fcm] tn the point from the center of the earth,
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Given the dipolar coordinates of the point, DATAPT proceeds to
calculate the indices (Iq,Ig,I¢) of the cell containing the point by
searching through the arrays of grid coordinates read from the grid geo-
metry record and determining the pairs of grid coordinates which bracket
the coordinates of the point. DATAPT uses the convention that the index
along a given axis equals the sequential number of the cell center with
the largest coordinate which does not exceed the coordinate of the point
on that axis. The geometry of the SCENARIO grid is complicated by the
fact that the x coordinates along a field line are "staggered" -- that is,
a specific ~ index corresponds to different o coordinates on different
field lines (different 8 indices). DATAPT calculates four a indices for
each point along its field line (8 coordinate): one each for the two B8
iadices above the point and for the two 8 indices below the point. (Cur-
reitly, the a index of a point in the SCENARIOQ grid ranges between N and
11, and the 2 and 4 indices range between 0 and 32.) A zero index indi-
cates that the point lies below the lowest cell center on that axis, and
the maximum value indicates that it lies above the highest cel! center.

Nenote the indices of the cell containing a point as Iu, IB’ and
I,. DATAPT calculates the tube indices of the four tubes surrounding the
point and the indices of the eight additional "next-ncarcest neighbor"

tubes (for mode 1) using

= 0, ¢ NI, - 1) (3-19)

Ntube X b
where N is the total number of tubes in the grid along the 2 axis (read
from the header record). J, ranaes between max(IB-l,l) and min(1€+2,Nx )
for mode 1, and between max(1,,1) and min(Ig*‘l,Nx ) for modes 2 and 3;
whereas Jb ranqges hetween max(lﬁ-l,l) and min(1®+2,Ny ) for wode 1 and
hetween rnax(Iﬁ,l) and min(1 5+1,Ny) for modes 2 and 3. (The min and max
functions insure that DATAPT does not attempt to retrieve data for tubes

which do not exist.) Note that the four "corner" tubes with indices
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(I,—I,Is—l), (IQ—I,Ib+?), {Iq+2,I5-l), and (IR+2,L5+2) are not needed to
calculate the density derivatives and are not stored. A schematic diagram
nf the relevant portion of the grid for a single DATAPT calculation is
depicted in Figure 7. In order to reduce the amount of data transfer,
DATAPT does not fetch the contents of an entire grid tube. Since we need
data from only 4 celis for mode 1 (at 2 cell centers above the point and 2
cell centers below the point) or 2 cells for modes 2 and 3 (1 cell center
ahove and below the point), DATAPT fetches data in units of these
"<ubtubes.” (Because of the staggering of the grid, it is important to
remember that the a indices of the various subtubes will differ from one

another, in general.)

DATAPT then checks the index of each of the 12 (or 4) neighbor-
ing tubes in the active/inactive tube map index. If the active/inactive
tube index is zero, the tube 1is inactive, and DATAPT fetches ambient data
for the the locations of the 4 (or 2) bracketing cell centers and stores
them in the appropriate location 1in the local buffer. If the active/
inactive tube index for the tube is non-zero, DATAPT fetches data for the
bracketing cell centers and inserts them into the local buffer. From this
point on, DATAPT wmakes no distinction between data from "active" or

“ambient" cclis.

DATAPT uses the four subtubes immediately adjacent to the point
for spatial interpolation of SCENARIQ data to the point. For each of the
four tubes, we interpolate (log-linear) each datum between the cell
centers with a coordinates bracketing that of the point. Then we
interpnlate in 2 tn yield two values for each datum at the two ¢4
roordinates bracketing the point, and finally, we interpolate in ¢ to
yield the wvalue of each datum interpolated to the coordinates of the
point. In order to compute the density gradient, we calculate and store
the logarithm of the electron density at each of the 8 cells surrounding
the point and at the 24 ‘next-nearest' cell centers. We calculate the
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first and second derivatives af loaq(M ) in 4 along each of the four

N
tuhes dmmediately surrounding  the ooigi. (The Togarithm of the mean
density is used hecause log-linear interpolation of the density more
accurately represents the denisty variation in space over the distances in
questinn.) To approximate the derivatives along each tube, let fi
denote the values of the log density at the 4 points 2, along the g
axis with a; < a, ¢ aD <Ay < g
the point at which the derivative is to be calculated. (See Figure 7.)

4+ Where aD is the o coordinate of

Owing to the "staggering" of the a coordinates, the ai set will not,
in general, be the same 4 values on the 4 tubes. Approximate the first
derivatives at the three intermediate points halfway between a, and a,, a,

and a3, and a; and a,., respectively:

f-f 1
doy = 21 at a,; = < (a.,ta 3-20
21 3,3, 217 3 (ata,) ( )
f4-f 1
| = 3 2 at a = _ a.ta 3-21
T N 527 5 (axtay) (3-71)
dy; - fumfs at a,; -1 (aytasy) (3-22)
a(,“aa 2

Approximate the second derivatives at the 2 points near a, and

a5, respectively:

ddy,, = 3327921 ap 4, = L (aga,)) (3-23)
a3p-dz) ?

ddy 35 = ATERCE PR dy32 -1 (ay3+as;) (3-24)
a,3-a73; 2

The value of the first derijvative at the point o = a, is then
approximated by linear interpoltation between the first differences at the
two bracketing points:
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of ds,-d
S oxd,, 4 232 21 (3 -a_ ) = dd,, + dd {a -a_ )
= 21 3y,3,, D 21 >1 321 21
if a <a,, (3-25)
af d,+-d.
So=dg, + ZH37°32 (3 -a = dd,, + dd a-a_.)
3 32 aq3_332 32) 32 432 ( D 32
if a_ > a (3-26)

In addition to thece four values, the derivatives on the eight
outer tubes are calculated using the two values hracketing the o coordi-
nate of the point. These values are stored to be used later to calculate

the mixed second derivatives in x and 3, and in x and 4.

The value of the second derivative in a at « = aD iS approxi-

mated hy linear interpclation hetween the second differences:

2°f v 8d43p-dd35,

__E = dd321 aD-a ) (2"‘?7)

. 321
Ja dy4327832)

To calculate the derivatives at the point (ao.ﬁp.oD), we linear-
ly interpolate each pair of values in 3 to yield two values at the 4
coordinates bracketing the point. Then we interpolate in 5 between these
two values to yield the final approximation to the derivatives at the

conrdinates of the point,

Calculation of the derivatives in the 8 and $ directions is
analogous to that in the =« direction, but it is complicated by the fact
that the arid is "staggered." Whereas all points with common 3 and %
indices have the <ame 3 and 4 coordinates, the same is not true for the a
indices and conrdinates. A set of points with the same « and 3 indices,

for axamnle, dnes nnt constitute a “tube" along which all the points have
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the same + and 2 coordinates. The simplest means to circumvent this
difficulty is to interpolate linearly in « between the cell centers hrack-
eting the . coordinate of the point along each (3,9s) tube to yield a aqrid
of values tar the function on the "« surface" containing the point. The
derivatives 1n 3 can be calculated each of the two lines with 5 coordi-
nates hracketing that of the point. The two sets of values are then
interpolated in s to vield the approximate derivatives in 2 at the noint.

The derivatives in 4 are obtained in the same manner |/ interpolation in

The mixed second derivatives in + and 3, and in x and 5 are
calculated in exactlv the same manner as the first derivative of log (Ne)
using the derivatives in a at the twelve grid points calculated and stored
above. The mixed second derivative in 8 and 5 is caluclated using the six
first derivatives in 4, plus the two additional differences obtained from
the other four tubes. Differencing these eight values in 3 vields five
estimates of 32f/3%3§. We then use the three values in the quadrant of
the point to interpolate for the value at the point.

[f the simylation times does not eaual the qrid dump time for
the data in either of the data registers, interpolation in time of all the
hasic grid data 1s reqguired. [n this case, all the preceding DATAPT
calculations are repeated for the second bracketing qgrid dump time. (It
is the responsibility of the routine PROPEN to insure that the dump times
nf the data in the storage registers always bracket the simulation time.)
Fach pair of results is then interpolated (lng-)inear) to the simulation

time,

The remainder of the NATAPT code is devoted to the calculation
nf several parameters which are derived as functions of the bhasic data
whose ralculation is described ahove and as functions of the location of
the point, and to the transformation of the densityv derivatives from the

curvilinear dipole coordinate system to g Cartesian svstem,
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The mean electron-neutral momentum transfer collision frequency
[per electron per second] is given by

Yo = 8.14-10%7 3 T?-e“ [sec '] (3-28)

where o0 is the neutral mass density [am cm=?] and Ti is the electron
temperature [°K]. This formula is derived from Equation 5-31 of ONA-
3827717 by assuming a uniform neutral atmosphere consisting of equal parts
of monatomic nitrogen and monatomic oxygen (that is, a constant mean

molecular weight of 15 gm mo]e‘l).

The root mean square [rms] electron density is given by

N > = /N2 + o3 [cm 3] (3-29)
e rms e Ne

where 7N is the electron density standard deviation [cm3] and Ne is the
mean eleCtron density [cm=3].

The mean electron-ion momentum transfer collision frequency per
electron per second is given by

T3
vai = 1.8 N> T3> Inf1.254101 -%J [sec™ 1] (3-30)
: f

1
€ rms
C

where /N »r{is the rms electron density [cm=3], Ti is the 1local electron
tqmperaturen7'°K], and fc is the signal carrier frequency [Hz]. (This
equatinn was taken from page 5-1 of DNA-3499H!7.) Note that an array of
electron-ion collision frequencies is calculated by DATAPT -- one for each
carrier frequency in the simulation.
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Collisions between ions and neutral molecules are ignored by
PRPSIM because their contribution to the total transfer of momentum is
neqlinible in comparision with collisions between electrons and neutral

atoms at the frequencies and altitudes of interest here.

DATAPT sets the outer striation scale size parallel to the field
vector to a constant value Lt = 1.58+7 cm. This value insures that
the ritic of the parallel scale size to the transverse scale is in the

range 10—15.

Currently, the SCENARIQO code assumes azimuthal symmetry about
the field vector and generates only one transverse outer striation scale
size. DATAPT assigns an equal value for the second transverse outer scale
size, and sets the orientation of the axis of the greater scale size to

zero.,

DATAPT sets the isotropic inner striation scale size to a
constant value ¢ = 1.0E+3 cm. This value gives a minimum outer to inner

scale size ratio of approximately 1000.

The magnetic field vector is calculated by approximating the
earth's field by that of a geocentric dipole moment of 8.1E+25 emu
oriented along an axis through 78.6° north Tatitude and 69.8° west
longitude (epoch 1950;. The field strength is calculated as

N M -
IB' -4 /1 + 3cos?n [Gauss] (3-31)
R’ m

where Md is the dipole moment, R is the radial distance to the point
from the center of the earth [cm], and 0, 1s the geomagnetic colati-
tude of the point. By definition, the dipole field vector 1is directed

along the - axis.
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To transform the components of the ion velocity, magnetic field,
and electron density gradient from the field aligned coordinate system
(n, R, ¢) to the local tangent plane system, calculate the inclination
(dip angle) and declination of the magnetic field vector:

2cosem
DIP = arctan [ — ) (3-32)
s1n8m

sinfy sinA  sin(dy-4,)

DEC = arctan | (3-33)

A, - Cos? f
CcoS cos OCOS 0

D

where I is the geomagnetic colatitude of the point, 8, is the geographic
colatitude of the point, ¢4 is the geogrcphic longitude of the point, eD

is the geographic colatitude of the dipole axis , and ) is the geographic
longitude of the dipole axis. First, rotate the coordinate system clock-
wise about the 4 axis through (n/2-DIP) to align the a-axis with the 2
(vertical) axis; then, rotate the coordinate system counterclockwise about
the Z-axis through (=/2+DEC) to align the X and Y-axes with east and
north, respectively. Therefore, to transform the components of the ion
velocity from field aligned coordinates to local tangent plane coordi-

nates:

v, = -V,sinDIPsinDEC + V¢COSDEC - v“cosDIPsinDEC [cm secm ']  (3-34)
i, - -V,5inDIPCOSDEC - V,SInDEC - V cosDIPcosDEC [cm sec™1]  (3-35)
V, = -V,cosDIP + V sinDIP [cm sec=']  (3-36)

and similarly for the components of the magnetic field vector.

Next, we must transform the components of the mean electron
density gradient and the second derivative from the curvilinear dipolar
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coordinates to the tangent plane coordinate system. The gradient
transforms as a vector, and the transformation is straightforward. First,
we compute the linear components of the gradient along the Cartesian axes
aligned along the ~, 2, and 4 directions:

Y f

LA (3-37)
'}U h ;z!

b1 A
Su, K;'?S ’
o1 of (3-39)
3u}k h« 35

where hi, h and hD are the scale factors of the dipolar coordinate

Q,

system in the v, 2, and 4 directions, respectively:

[cm] (3-40)

o :ngﬁm _-_1_
h, = 7R [em] (3-41)
‘ 1+ 3cos?am

h = 2sinn [cm] (3-42)

whore 2 is the radial distance to the point [cm] from the center of the
earth, . is the ratio of that distance tn the radius of the earth, and o
is the magnetic c¢olatitude of the point from Equation 3-14., The compo-

nents of the qradient are then transformed to the tanaent plane system by
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the two rotations defined in Equations 3-34, 3-36. Finally, the gradient
of the log density is converted to the mean density gradient using

_ _ -
qrad(Ne) = Negrad(f) = Negrad[ln(Ne)1 [cm="] (3-43)

where Ne is the interpolated local mean electron density.

The second derivative is more complicated because it is a second
rank tensor and must be transformed accordingly. We must first select a
fixed coordinate system in which we wish to caliculate the components. The
local tangent plane 1is not satisfactory because its orientation changes
with a change in location. The [0S aligned system would seem to be the
most logical choice because it is fixed and the components must ultimately
be transformed to that system anyway. [t 1is preferable, however, to
define a Cartesian system with the z-axis aligned along the dipole axis,
and the y-axis defined by the cross product of the rotation axis and the
dipote axis. The coordinates of & point in that system are just

x = Rsina_coss [cm] (3-44)
y = Rsin%msin¢ [em) (3-45)
z = Rcosﬂm [em] (3-46)

where R is the radial distance [cm] to the point from the center of the
parth, 4~ is the magnetic colatitude, and 4 is the magnetic longitude.
For a general transformation from curvilinear to Cartesian coordinates,
the components of the gradient can be shown to be
21 Yoo (3-47)
i ph? AU Au.
n UL A N
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8y applying this operator to itself, we obtain a general expression for

the components of the second derivative:

32 f B 3
3% ax_ )
Xn°%n J

K ~1 0
|r—*
=
@
rly
@

TN
|~
R —

I —
I

The derivation of the coordinate differentials axn/auj is complicated
by the fact that R and em (and hence x, y, and z) cannot be expressed
analytically as functions of o and 8. That is, the inverses of Equations
3-16 and 3-17 do not exist in analytic form. We can, however, derive
analytic expressions for the differentials if we introduce a third vari-
able., For a given a and 3, we may obtain the corresponding values for R
and em from the root of the quartic equation

Xt + g -1=0 with 0 <z<1 (3-49)
where
o = 2250 (3-50)
sin*g
then
R
sinze
and
cosd = xkg? (3-52)
m
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Equation 3-49 can be solved easily by a simple iterative techni-
que. PRPSIM uses Newton's method with 6 iterations. For « < 10, this is
accurate to within 0.13%.

Although none of the parameters in question can be represented
as analytic functions of o and &, they can all be represented as the
products of analytic functions of «, 8, and . Llet us represent the
unknown function g as

q(a,R) = ula) v(8) w(z) (3-53)

39 =y B)w 93.+ u Y 9ﬁ<95 3« 3-54

= (g)w(z) i (a)v(g) T 0 3a ( )

2 - ulw)wle) S+ ulavia) S8 2 (3-55)
where

j)i - SIn ~n = - « tang (3-56)

3 sin“g

3?-= -4, cots (3-57)

and from Equation 3-49 it is easily shown that

ar _ - 2.3 V1 - ¢
de 43 (3-58)

By employing this strategy, we obtain the expressions for the
derivatives of the scale factors:
Dopety oo BISe H BT 1 b h-?
Ay (4-37)2 cosa sina @

(3-59)
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2
——-(h'z\ = - dcotB {2(8-15C + 60°) 1) -2
’ (4-35)° o
-2 _
(h=9) =0
(héZ) - - 12 tana (1-¢)(2-7) héz
(4-37)°
-7 - 2
Porp=2y ol ogfpe on)(278) op g (12C0STR)
! (4-3¢)° cos8 sing
_2\ -
(hp*) =0
(h- 1-7) -
(h=?) = - Btana {( >/} ho?
(4-3¢) ¢
(h=2) = - 4 (2-35) -2
! ) cotg { TR } h¢
rh_z =0
o)

For the coordinate differentials, we obtain

x| N >

N o—

3x
Aa

37
30

3 X

I8

3y . (1-z)

= 3 tana

~< ]

A

r
F=y
]
(08
Eal
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(3-60)

(3-61)

(3-62)

(3-63)

(3-64)

(3-65)

(3-66)

(3-67)

(3-68)

(3-69)

(3-70)

(3-71)




2= - 3-72
SR (3-72)
Aoy (3-73)
3%
32 .y (3-74)
3%

And for the second order coordinate differentials:

2 .2 2 3
L% 137 L 3f(1-g) + tanla (28275¢ * 65¢ - 3¢ ) (4-30)7 (3-75)
X 3q? Y 3a? (4-3z)

2 2 3
L2722 L (2-30) + bran?a 82282+ 2907 - 9t )y(q 3p) (3-76)
Z 34° (4-3z)

2 2 2
1o%e o 10 pf(2-30) + 3zcor?s L2430 T 3T} 43t (3077
x 332 Y 382 (4-3¢)°

z 2
1a%z £ {1 - cot?s (16-327 + 9¢ )} (4-3¢)°} (3-78)
Z 382 (4'3C)2
. 2 2
LAx 1Ay (3-79)
X 367 ¥ 2%

2

3. (3-80)
347

2 2 2
L% .13 .6 tana cots {(l-g)(8-22§ r 9¢%) (3-81)
X 3338 y 3ad8 (4-37)3

2 2
L 32 . 4 tann cotp (2116726 * 9c7)y (3-82)
Z 39938 (4-31)3
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e x . _ 9y (3-83)
dadd Ja

2

Y L (3-84)
3add Ja

2

72 . (3-85)
dadd

2

X LY (3-86)
AR ET]

2

3y . (3-8/)
3334 3R

2

'z . (3-88)
3824

The second order coordinate differentials are, of course, symmetric with

respect to the order of differentiation, i.e.,

" n (3-89)

The gquantities defined in Equations 3-59 - 3-88 are then used in
Equation 3-48 to calculate the components of the second derivative in the

dipole aligned Cartesian system,

Next, we must rotate the second derivative into the tangent
plane coordinate system, This is accomplished by a series of four rota-
tions. The first two rotations rotate the coordinate axes from a dipole
aligned system to a rotation axis aligned system, If the dipole axis
points toward colatitude 8y and east longitude 9p» rotate the
system clockwise about the y-axis through GD to align the z-axis with

the rotation axis. Next, rotate the system clockwise about the z-axis
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through %) to align the x-axis with the fGreenwich meridian. The next
two rotations rotate the geocentric Cartesian axes into the tanaent plane
system. If the geoaraphic colatitude and longitude of the site are 3§, and
53, respectively, rotate the system counterclockwise about the z-axis
through n/2+ 55 so that the x-axis points to the right, and the y-axis is
directed away from the observer. Next rotate the system counterclockwise

about the x-axis through 3, to align the z-axis with the vertical,

For a clockwise rotation of 8 about the x-axis:

22 2
of L (3-90)
2 2

Ix’ Ix

.2 2 2 2¢

’ fz = cos?s . 2cos6sin9 3F sinZp 21 (3-91)
ay! 3_y2 dvdz 322

2 2 2 2

. . f
) f2 = sin’g ng + ?2cos6sin3 3 & cos 29 8t (3-92)
2! 3y dy oz 3z
2 2 2

A s 2F sing 2 F (3-93)
ax' 3y X Ay 32 IX

2 2 2 2

s F IR @i_i -<2_i) + (cos?y - sinza).f_f_ (3-94)
Jy' 8z a‘yz 322 dy 9z

.2 2 2

2 s sing 2F 4 oy 2F (3-95)
32" 5x' 3X 3y a2 3X

For a clockwise rotation of 9 about the y-axis:

.2 .2 2 2
? f} = cos?) 3_£ + 72¢0s3sing of . sinze.é_i (3-96)
e 3X2 9z ox aZ

2 2

f f
st — (3-97)
Jy! 3y
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2 2 2
f - sin?g - 2c0s8sing 2 + cos?a
2z'? X 923X
2 2 2
f .
> = cose 2 + sing 2 f
ax'ay' BXBy Byaz
3°f . 2 3%f
= - sing + C0SH
dy'az' X3y dyaz
2 2 2
3 f . 9°f f
= cnsesing (—— - 3__) + (cos?8 - s
32" 3% 322 ax?

And for a clockwise rotation of 8 about th
2 2 2
AL c0529 E_f.- 2¢c0s9sing 3 f + sinze
3x 2 ax? IXAy
2 2 2
3TF L gin29 37F 4 pcosesing 21+ cos2s
3y 2 ax? Ixady
3of  _ 3%f
3z'% 3z2°
Zf 2f 21:
) = €0s98sin®d (3__ - E__J + (cos?8 - s
'3y’ 3x2 3y?
2 2 2
f f . f
i = c0s9 > + s51ing 3
3y'32" YEY: 323X
2 2 2
3°f = - 5ind émf_ + Cc0s9 2°f
372'3x ' ny)Z 323X

32 f
3 2?
2f
inze) 3
323X
e z-axis:
3%f
3y?
32f
ay?
2
inze) °f
AX3y

(3-98)

(3-99)

(3-100)

(3-101)

(3-102)

(3-103)

(3-104)

(3-105)

(3-106)

(3-137)

Finally, the components of the second derivative of the log

density are converted to the cnmponents of the second derivative of the

mean density itself:
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ATTN: J DIGLIO

HSS, INC
ATTN: D HANSEN

INSTITUTE FOR DEFENSE ANALYSES
ATTN: E BAUER
ATTN: H WOLFHARD

J S LEE ASSOCIATES INC
ATTN: DRJLEE

JAYCOR
ATTN: J SPERLING

JOHNS HOPKINS UNIVERSITY
ATTN: C MENG
ATTN: J D PHILLIPS
ATTN: R STOKES
ATTN: T EVANS

KAMAN SCIENCES CORP
ATTN: E CONRAD
ATTN: G DITTBERNER

KAMAN SCIENCES CORPORATION
ATTN: B GAMBILL
ATTN: DASIAC
ATTN: R RUTHERFORD

KAMAN SCIENCES CORPORATION
ATTN: DASIAC

LOCKHEED MISSILES & SPACE CO, INC
ATTN: J HENLEY
ATTN: J KUMER
ATTN: R SEARS

LOCKHEED MISSILES & SPACE CO, INC
ATTN: D KREJCI

LTV AEROSPACE & DEFENSE COMPANY
2 CYS ATTN: LIBRARY

M1 TLINCOLN LAB
ATTN: D TOWLE L-230
ATTN: | KUPIEC L-100

MARTIN MARIETTA DENVER AEROSPACE
ATTN: H VON STRUVE It

MAXIM TECHNOLOGIES, INC
ATTN: B RIDGEWAY
ATTN: J SO

MCDONNELL DOUGLAS CORPORATION
ATTN: J GROSSMAN

METATECH CORPORATION
ATTN: R SCHAEFER
ATTN: W RADASKY

METEOR COMMUNICATIONS CORP
ATTN: R LEADER

MISSION RESEARCH CORP
ATTN: R ARMSTRONG
ATTN: WWHITE

Dist-3

DNA-TR-87-162-V2 (DL CONTINUED)

MISSION RESEARCH CORP
ATTN: B R MILNER
ATTN: D ARCHER

2CYS ATTN: D JKRUEGER
ATTN: D KNEPP
ATTN: D LANDMAN
ATTN: F FAJEN

2 CYS ATTN: F GUIGLIANO
ATTN: G MCCARTOR
ATTN: K COSNER
ATTN: M FIRESTONE
ATTN: R BIGONI
ATTN: R BOGUSCH
ATTN: R DANA

2CYS ATTN: R E DODSON
ATTN: R HENDRICK
ATTN: S GUTSCHE

ATTN: TECH INFO CENTER

ATTN: TECH LIBRARY

MITRE CORPORATION
ATTN: M HORROCKS
ATTN: R C PESCI
ATTN: WFOSTER

NORTHWEST RESEARCH ASSOC, INC

ATTN: E FREMOUW

PACIFIC-SIERRA RESEARCH COR®

ATTN: E FIELD JR
ATTN: F THOMAS
ATTN: H BRODE

PHOTOMETRICS, INC
ATTN: | L KOFSKY

PHYSICAL RESEARCH INC
ATTN: W.SHIH

PHYSICAL RESEARCH INC
ATTN: HFITZ
ATTN: PLUNN

PHYSICAL RESEARCH, INC
ATTN: R DELIBERIS
ATTN: T STEPHENS

PHYSICAL RESEARCH, INC
ATTN: J DEVORE
ATTN: S THOMPSON
ATTN: W SCHLUETER

R & D ASSOCIATES
ATTN: C GREIFINGER
ATTN: F GILMORE
ATTN: G HOYT
ATTN: M GANTSWEG

RAND CORP
ATTN: C CRAIN
ATTN: £ BEDROZIAN

RAND CORP
ATTN: BBENNETT

RJO ENTERPRISES/POET FAC
ATTN: A ALEXANDER
ATTN: W BURNS




DNA-TR-87-162-V2 (DL CONTINUED)

SCIENCE APPLICATIONS INTL CORP
ATTN: C SMITH
ATTN' D HAMLIN
ATTN: D SACHS
ATTN: E STRAKER
ATTN: L LINSON

SCIENCE APPLICATIONS INTL CORP
ATTN: D TELAGE
ATTN: M CROSS

SRIINTERNATIONAL
ATTN: W CHESNUT
ATTN: W JAYE

STEWART RADIANCE LABORATORY
ATTN: R HUPPI

TELECOMMUNICATION SCIENCE ASSOCIATES

ATTN. R BUCKNER

TELEDYNE BROWN ENGINEERING
ATTN: J WOLFSBERGER. JR

TOYON RESEARCH CORP
ATTN; JISE

Dist-4

TRW iINC
ATTN: RPLEBUCH
ATTN: HCULVER

TRW SPACE & DEFENSE SYSTEMS
ATTN: D M LAYTON

USER SYSTEMS, INC
ATTN: SW MCCANDLESS, JR

UTAH STATE UNIVERSITY
ATTN: K BAKER
ATTN: L JENSEN

VISIDYNE, INC
ATTN: J CARPENTER

FOREIGN

FOA 2
ATTN: B SJOHOLM

FOA 3
ATTN: T KARLSSON




